NIVERSITY OF NATIONAL AND WORLD ECONOMY

3RD INTERNATIONAL CONFERENCE ON APPLICATION OF

INFORMATION AND COMMUNICATION TECHNOLOGY
AND STATISTICS

IN ECONOMY AND EDUCATION
ICAICTSEE -2013

December 6 - 7th, 2013
University of National and World Economy
Sofia, Bulgaria

CONFERENCE PROCEEDINGS

UNDER THE AUSPICES OF:

J’ . f. p
of information technology

\J the leading edge

PUBLICATIONS INDEXED BY:
and Pro %est

SPONSORS AND PARTNERS:

dWare /‘ﬁ\ ¢ «adunama B Microsoft

MusalaSoft




PROCEEDINGS OF THE
INTERNATIONAL CONFERENCE ON APPLICATION OF

INFORMATION AND COMMUNICATION TECHNOLOGY AND

STATISTICS IN ECONOMY AND EDUCATION

ICAICTSEE-2013

EDITOR:
PROF. DR. DIMITER G. VELEV
DEPT. OF INFORMATION TECHNOLOGIES AND COMMUNICATIONS
UNIVERSITY OF NATIONAL AND WORLD ECONOMY
UNSS — STUDENTSKI GRAD

1700 SoFiA, BULGARIA

DGVELEV@UNWE.BG

ISSUED FOR PUBLICATION: JULY 24™ 2014
Size: JIS-B5
QUIRES: 49

VOLUME: 200

ISBN 978-954-644-586-5



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

CONFERENCE CHAIR

Dimiter G. Velev

PROGRAM COMMITTEE

César Correa Arias
Saji Baby

Victor Blagodatskikh

Helena Blazun

Robert Brumnik
Gaetano Cascini
Donald T. Chang

Sérgio Manuel Serra
da Cruz

Tadeusz Czachorski
Vladimir Dimitrov

Ivan Drogobytsky

Francisco Patricio Esteves

Vasil Georgiev
Valentin Goev
Bernard Grabot

Christopher Khoo Soo Guan

James K. Ho
Aytekin Isman
Sergey Ivanov
Masayasu Kanno

CONFERENCE COMMITTEES

University of National and World Economy

Universidad de Guadalajara
GEO Environmental Consultation

Moscow State University of Economics, Statistics and
Informatics

University of Maribor

Institute for Corporate Security Studies
Politecnico di Milano

Metropolitan State College of Denver

Universidade Federal Rural do Rio de Janeiro

Institue of Theoretical and Applied Informatics, PAS
Sofia State University

Fiancial University under the Goverment of the Russian
Federation

Higher Institute of Technology and Sciences

Sofia State University

University of National and World Economy

University of Toulouse

Nanyang Technological University

Iniversity of lllinois at Chicago

Sakarya University

University of the District of Columbia, Washington, DC
Kanagawa University

Madijid Malikovich Karimov  Tashkent University of Information Technologies

Sergii Kavun
Alexander Khoroshilov

Leszek F. Korzeniowski
Hee Dong Kim
Valentin Kisimov

Kharkiv Institute of Banking

UNESCO Institute for Information Technologies in
Education

European Association for Security
Hankuk University of Foreign Studies
University of National and World Economy

Bulgaria

Mexico
Kuwait

Russia

Slovenia
Slovenia
Italy
USA

Brazil

Poland
Bulgaria

Russia

Angola
Bulgaria
Bulgaria
France
Singapore
USA
Turkey
USA
Japan
Uzbekistan
Ukraine

Russia

Poland
S.Korea
Bulgaria




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

Peter Kokol
George Kovacs

Oleksiy E. Kovalenko

Anatoly Krapivensky
Vinod Kumar
Andrew Kusiak
Ronald S. Laura
Patrick Letouze

Havar Amir oglu
Mammadov

Violeta Manevska
Christopher McMahon
Pedja M. Milosavljevic
AK. Mishra

Igor Mladenovic
Alexander N. Moiseev
Balakrishnan Muniandy

Valentin V. Nechaev

Tetsuo Noda
Serghei Ohrimenco
Gustav Olling

K.R. Pardasani
Veselka Pavlova
David Nadler Prata
A. M. Rawani
Volodymyr Shkir
Yixun Shi
Santhidran Sinnappan
Kamelia Stefanova
Karen Starr
Olexandr Trydid

A.F. Verlan

Hsin-Hung Wu
Shi Yizhe
Parviz Ali Zade
Milan Zorman

University of Maribor
Computer and Automation Institute

Institute of Mathematical Machines and Systems Problems,

NASU

Volgograd branch of Moscow University of Fiance and Law

Sprott School of Business, Carlton University
The University of lowa

University of Newcastle

Universidade Federal do Tocantins

Azerbaijan Technical University

St. Kliment Ohridski University - Bitola
University of Bristol

University of Nis

Motilal Nehru National Institute of Technology
University of Nis

Tomsk State University

Universiti Sains Malaysia

Moscow State Institute of Radiotechnics, Electronics
and Automatics

Shimane University

Laboratory of Information Security, AESM
IFIP TC5

Maulana Azad National Institute of Technology
University of National and World Economy
Universidade Federal do Tocantins
National Institute of Technology

National University Lviv Polytechnic
Bloomsburg University of Pennsylvania
University Tunku Adbul Rahman
University of National and World Economy
Alfred Deakin Research Institute

Kharkiv Institute of Banking

Pukhov Institute for Modelling in Energy Engineering,
NASU

National Changhua University of Education
ShenYang University of Chemical Technology
OKAN University

University of Maribor

Slovenia
Hungary

Ukraine

Russia
Canada
USA
Australia
Brazil

Azerbaijan

Macedonia
UK

Serbia
India
Serbia
Russia
Malaysia

Russia

Japan
Moldova
USA
India
Bulgaria
Brazil
India
Ukraine
USA
Malaysia
Bulgaria
Australia
Ukraine

Ukraine

Taiwan
China
Turkey
Slovenia




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

LOCAL ORGANIZING COMMITTEE

Emil Denchev University of National and World Economy Bulgaria
Rosen Kirilov University of National and World Economy Bulgaria
Mihail Konchev University of National and World Economy Bulgaria
Vania Lazarova University of National and World Economy Bulgaria
Plamen Milev University of National and World Economy Bulgaria
Alexandrina Murgeva University of National and World Economy Bulgaria
Monika Tzaneva University of National and World Economy Bulgaria
IIlko Velikov University of National and World Economy Bulgaria




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

CONTENTS

PAPER
No.

PAPER TITLE

PAGE

s1-01

CLASSICAL WEB-BASED CLIENT/SERVER SYSTEMS AND THE ACID PRINCIPLES OF
THE TRANSACTIONAL APPROACH

Vanya Lazarova

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

23

s1-02

INFORMAL ECONOMICS OF INFORMATION THREATS

Serghei Ohrimenco, Grigori Borta

Laboratory of Information Security, Academy of Economic Studies of Moldova

27

s1-03

SWOT ANALYSIS OF CLoUD COMPUTING

Emil Denchev

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

35

s1-04

CLOUD INFORMATION TECHNOLOGIES — SMART BUSINESS ANALYSIS SOLUTIONS

Rositsa Ivanova

Dept. of Accounting and Analysis
University of National and World Economy, Sofia, Bulgaria

39

s1-05

CLouD COMPUTING VERIFICATION OF HYPOTHESIS VIA THE COMPLEX: STATISTIC
ESTIMATIONS — DISCRETE DISTRIBUTIONS

L.H.Lahtchev

Institute of Systems Engineering and Robotics
Bulgarian Academy of Sciences

48

s1-06

COMBINING VIRTUALIZATION TECHNOLOGIES IN SOA-APPLICATIONS

Michail Radev, Yanka Alexandrova

University of Economics - Varma

56

s1-07

THE WAYS OF COMBINING THE DESIGN PATTERNS

Marya Armyanova

Dept. of Informatica,
UE-Varna

62




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

$1-08

SMART HOMES CYBERTHREATS IDENTIFICATION BASED ON INTERACTIVE TRAINING

Zlatogor Minchev, Luben Boyanov

72
Institute of Information and Communication Technologies,
Bulgarian Academy of Sciences
ACADEMIC USE OF OPEN DIGITAL ARCHIVES
$1-09 Juliana Peneva, Stanislav Ivanov 83
Dept. of Informatics
New Bulgarian University
DECISION CONTROL APPLICATION IN COMPLEX SYSTEMS: AN INNOVATIVE
DECISION-MAKING SUPPORT STRATEGY
s1-10 Rumen Andreev, Yuri Paviov 89
Institute of Information and Communication Technologies,
Bulgarian Academy of Sciences
MODELLING AND PREDICTION OF THE ELECTRICITY CONSUMPTION
s1-11 Andrey Bachvarov!, Petko Ruskov?, Kaloyan Haralampiev? 98
'Balkans Investment Consulting Agency Ltd.
2Sofia University
COMPARISON OF COMMERCIAL CFD SOFTWARE PACKAGES
Dragan Pavlovic, Milena Todorovic, Milos Jovanovic,
s1-12 S i 108
Pedja Milosavljevic
University of Ni§, Faculty of Mechanical Engineering, Ni$, Serbia
INTELLIGENT SYSTEMS FOR CONTROL AND MONITORING OF HEATING DEVICES IN
INDIVIDUAL BUILDINGS
s1-13 Milena Todorovié, Dragoljub Zivkovié, Pedja Milosavljevié, 17
Dragan Pavlovic
University of Ni§, Faculty of Mechanical Engineering, NiS, Serbia
NUOFFICE MUNICH — A ROLE MODEL FOR SUSTAINABLE BUILDINGS
Milena Todorovié, Dragan Pavlovié, Dragoljub Zivkovié,
s1-14 \ . 123
Pedja Milosavljevi¢
University of Ni§, Faculty of Mechanical Engineering, Ni§, Serbia
SOFTWARE FOR ENERGY SYSTEM AND BUILDING SIMULATION: A REVIEW
Marko Manci¢, Dragoljub Zivkovié, Pedja Milosavljevic,
s1-15 ) iy 130
Milena Todorovié

University in Ni§, Mechanical Engineering Faculty in Ni§, Serbia




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

s1-16

INVERSE CALCULATIONS IN PREVENT CRISES PHENOMENON OF SOCI0-ECONOMIC
SYSTEMS

L.V. Borshchuk, B.E. Odintsov., V.D. Shkvir

National University Lviv Polytechnic, Ukraine

140

s2-01

INFORMATION TECHNOLOGIES AND STUDENT’S PRACTICES

Rosen Ivanov Kirilov

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

144

s2-02

PROBLEMS WITH ELECTRONIC MANAGEMENT OF PUBLIC PROJECTS

Rosen Ivanov Kirilov

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

148

$2-03

TECHNOLOGICAL FEATURES AND CURRENT STATE OF PROJECT "STUDENT
PRACTICES" AT UNWE

Plamen Hristov Milev

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

154

s2-04

METHOD OF STORING DYNAMIC DATA IN A RELATIONAL DATABASE ON SYSTEM FOR
SCIENTIFIC RESEARCH AT UNWE

Plamen Hristov Milev

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

159

$2-06

MOBILE PAYMENTS: THREATS AND SECURITY RECOMMENDATIONS

Veselin Popov

D. A. Tsenov Academy of Economics, Svishtov, Bulgaria

164

s2-07

SOME APPROACHES TO THE APPLICATION OF IMITATION MODELING IN EDUCATING
STUDENTS

Svetlana Vasileva, Alina Kulchiar

Konstantin Preslavsky University of Shumen,
College — Dobrich, Dobrich, Bulgaria

169

s2-08

THE CLASSICAL EDUCATION FROM THE PERSPECTIVE OF ICT

Valentina Terzieva, Petia Kademova-Katzarova, Rumen Andreev

Institute of Information and Communication Technologies,
Bulgarian Academy of Sciences, Sofia, Bulgaria

179




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

$2-09

CYBER SECURITY RISK — IMPORTANT BUSINESS CONTINUITY PLANNING ISSUE FOR
BUSINESS ORGANIZATIONS

Asen Bozhikov
Dept. of Business Informatics
Tsenov Academy of Economics, Svishtov, Bulgaria

188

s2-10

ELECTRONIC VERIFICATION OF PUBLIC PROJECTS

Katia Emilova Kirilova

Dept. of Public Administration
University of National and World Economy, Sofia, Bulgaria

193

s2-11

ROLE OF PRACTICAL TRAINING IN PUBLIC ADMINISTRATION TO INCREASE
STUDENT’S KNOWLEDGE AND COMPETENCIES

Katia Emilova Kirilova

Dept. of Public Administration
University of National and World Economy, Sofia, Bulgaria

198

$2-15

FORECAST OF FINANCIAL CONDITION BASED ON ITS OWN SAMPLE

Lewandowski Vladislav

Comrat State University, Moldova

202

s3-01

INFORMATION ARCHITECTURE DESIGN OF A BUSINESS INFORMATION SYSTEM FOR
PERFORMANCE MANAGEMENT OF THE BUSINESS APPLICATIONS

Alexandrina Murdjeva, Veska Mihova

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

206

$3-02

LATEST TRENDS IN BUSINESS INTELLIGENCE SYSTEM DEVELOPMENT

Dorina Kabakchieva, Kamelia Stefanova, Stanimira Yordanova

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

212

$3-03

ENHANCING BUSINESS INTELLIGENCE WITH SENTIMENT ANALYSIS

Stanimira Yordanova, Dorina Kabakchieva and Kamelia Stefanova

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

218

s3-04

ADVANTAGES OF USING A SYSTEM FOR INTELLIGENT TAGGING AND SEARCH IN
UNSTRUCTURED DATA

Maria Marzovanova

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

224

10




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

s3-05

FORMAL METHODS FOR CONFLICT DETECTION DURING MULTI-DIMENSIONAL DATA
MART INTEGRATION

Geno Stefanov

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

232

$3-06

CREATING MODERN WEB APPLICATIONS BASED ON ASP.NET WEB FORMS AND
ASP.NETMVC

lliya Nedyalkov

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

240

s3-07

ANALYSIS OF THE SYSTEMS FOR PROCESSING DOCUMENTS
IN MUNICIPALITIES OF BULGARIA

Ina Lyubenova

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

246

$3-08

EVALUATION OF APPLICABILITY OF THE BIOMETRIC TECHNOLOGY IN THE INTERNET
Mihail Konchev

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

254

$3-09

A PRACTICAL APPROACH TO TESTING EXECUTION TIMES OF QUERIES IN
MICROSOFT SQL SERVER

Mitko Radoev

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

268

s3-10

COMMON ARCHITECTURE DESIGN OF A BUSINESS INFORMATION SYSTEM FOR
PERFORMANCE MANAGEMENT OF THE BUSINESS APPLICATIONS

Veska Mihova

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

274

s3-12

OBJECT-ORIENTED ARCHITECTURE FOR SIMULATION OF COMPLEX
INTERDEPENDENT SYSTEMS BASED ON HLA STANDARD

Georgi Kirov, Valentin Stoyanov

Institute of Systems Engineering and Robotics
Bulgarian Academy of Sciences

279

11




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

$3-13

SOFT COMPUTING MODEL FOR ASSESSMENT OF THE FUNCTIONAL EFFECTIVENESS
OF THE ENTERPRISE

Yuliyan Velkov', Georgi Kirov?

"International Business School, Botevgrad, Bulagia
Znstitute of Systems Engineering and Robotics, Bulgarian Academy of Sciences

289

s3-14

SocIAL NETWORK ANALYSIS AS A TOOL FOR E-GOVERNMENT MATURITY
ASSESSMENT

Mimoza Bogdanoska-Jovanovska, Violeta Manevska

Faculty of Administration and Information Systems Management
University St Kliment Ohridski Bitola, Republic of Macedonia

299

s3-15

IDENTIFICATION OF CLUSTERS FROM DATA SETS

Vesna Mufa, Violeta Manevska

Faculty of Administration and Information Systems Management
University St Kliment Ohridski Bitola, Republic of Macedonia

307

$3-16

CREATING ANNOTATIONS AND INDEXES IN SYSTEM FOR INTELLIGENT TAGGING AND
SEARCH IN UNSTRUCTURED DATA

Maria Marzovanova

Dept. of Information Technology and Communications, UNWE, Sofia, Bulgaria

314

s4-01

SIGNIFICANCE OF BRANDING FOR INCREASING TOURIST DESTINATION
ATTRACTIVENESS

Zyma Alexander’, Lola Yulia', Kavun Sergii?

' Dept. of Tourism, Kharkiv National University of Economics, Kharkiv, Ukraine
2 Dept. of Information Technologies, Kharkiv Institute of Banking of the University of
Banking of the National Bank of Ukraine, Kharkiv, Ukraine

321

s4-02

THE MODELS OF THE BALANCED REGIONS DEVELOPMENT BASED ON FISCAL
PoLicy

Olexandr Trydid', Lidiya Guryanova?, Sergii Kavun?

* Kharkiv Institute of Banking of the University of Banking of the National Bank of Ukraine,
Kharkiv, Ukraine

2 Dept. of Economic Cybemetics, Kharkiv National University of Economics, Kharkiv,
Ukraine

3 Dept. of Information Technologies, Kharkiv Institute of Banking of the University of
Banking of the National Bank of Ukraine, Kharkiv, Ukraine

332

$4-03

ANALYSIS MODELS OF THE INTERREGIONAL SOCIO-ECONOMIC DIFFERENTIATION
Lidiya Guryanova’, Tamara Klebanova?, Robert Brumnik?

' Dept. of economic cybernetics, Kharkiv National University of Economics, Kharkiv,
Ukraine,

2 Dept. of economic cybemetics, Kharkiv National University of Economics, Kharkiv,
Ukraine,

3 Institute for Corporate Security Studies, Ljubljana, Slovenia

34

12




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

s4-04

ANALYSIS OF THE MONEY TRANSFERS BY MIGRANTS TO THE ECONOMY - FOR AND
AGAINST

Valentina Tolpinska

Academy of Economic Studies of Moldova

348

$4-06

ANALYSIS OF AUTOMATION TOOLS OF INTERNAL AUDIT ACTIVITIES

Lilia Paviov
Academy of Economic Studies of Moldova (ASEM)

356

s4-07

KEY INNOVATIONS IN THE PAYMENT INFRASTRUCTURES IN BULGARIA

Silvia Trifonova

Dept. of Finance
University of National and World Economy, Sofia, Bulgaria

361

s4-10

INFORMATION AND COMMUNICATION TECHNOLOGIES — GENERATOR OF ECONOMIC
GROWTH FOR BULGARIAN COMPANIES

Maya Tsoklinova

373

s4-11

THE CHANGE FROM ERP Il TO ERP Il SYSTEMS
Julian Vasilev

Vama University of Economics

382

s4-12

PROBLEMS OF RESEARCHING THE PHENOMENON OF "E-COMMERCE"

Violeta Kraeva, Petya Emilova

D. Tsenov Academy of Economics

385

s4-13

UNDERSTANDING CUSTOMER SATISFACTION THROUGH A MARKETING SIMULATION

Vanya Slantcheva-Baneva

College of Management, Trade and Marketing — Sofia

390

s4-14

Mixep ECONOMY: QUASI-MARKET SEGMENTS

Ivailo D. Beev

Dept. of Economics
University of National and World Economy, Sofia, Bulgaria

396

s4-15

MODEL FOR STRATEGY OF TECHNOLOGY NEW VENTURES ON LOCAL MARKET
Sia Tsolova
Sofia University “St. Kliment Ohridski”, Republic of Bulgaria

410

13




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

STANDARDIZATION OF PUBLIC SECTOR ACCOUNTING IN THE EU

s4-16 Daniela Feschiyan 425
Department of "Accounting and Analysis", UNWE, Sofia
COMMUNICATION TECHNOLOGY IN THE FIELD OF BUILDING MANAGEMENT SYSTEMS
s4-17 Dragomir Stefanov 432
UNWE, 1700 Sofia, Bulgaria
MOBILE FINANCIAL SERVICES - IMPORTANT PREREQUISITE FOR THE MOBILE
BUSINESS
s4-18 , , 437
Violeta Kraeva, Petya Emilova
D. Tsenov Academy of Economics
APPLICATION OF TIME SERIES ANALYSIS OF COMPETING FOR A LIMITED RESOURCE
EcoNoMmIC SYSTEMS
§5-01 Miroslava Ivanova, lvan Jordanov?, Nikolay Vitanov? 441
12 Faculty of Applied Informatics and Statistics, Dept. of Mathematics, UNWE, Sofia,
Bulgaria
3 Institute of Mechanics, Bulgarian Academy of Sciences, Sofia, Bulgaria
USING SPSS FOR PROCESS QUALITY CONTROL — A CRITICAL REVIEW
$5-02 Alexander Naidenov 447
Dept. of Statistics and Econometrics
University of National and World Economy, Sofia, Bulgaria
SAMPLE PATH ANALYSIS OF MX/GI/1/K QUEUE WITH THRESHOLDS ON QUEUE
LENGTH
§5-03 , .
Mitko Dimitrov 457
Dept. of Mathematics, UNWE, Sofia, Bulgaria
THE USAGE OF ORTHOGONAL ARRAYS FOR SOFTWARE TESTING
$5-04 Petya Valcheva 467
Dept. of Mathematics
University of National and World Economy, Sofia, Bulgaria
MATHEMATICAL MODELING OF THE MIGRATION OF HUMAN POPULATIONS
s5-05 Elena V. Nikolova?, Ivan P. Jordanov?, Nikolay K. Vitanov? 474

" Institute of Mechanics, Bulgarian Academy of Sciences, Sofia, Bulgaria
2 Dept. of Mathematics, University of National and World Economy, Sofia, Bulgaria

14




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

$5-06

PREDICTABILITY OF DYNAMICAL SYSTEMS

Kostadin Sheyretski

Dept. of Mathematics,
University of National and World Economy, Sofia, Bulgaria

484

s5-07

TIME SERIES ANALYSIS OF SUCCESSFUL ECONOMICS REGULATION PoLITICS

Nikolay Vitanov', Ivan Jordanov? Ivan Ivanov?

"Institute of Mechanics, Bulgarian Academy of Sciences, Sofia, Bulgaria
2 Dept. of Mathematics, University of National and World Economy, Sofia, Bulgaria

489

s5-09

USING OF REVERSIBLE STRUCTURAL MODELS FOR MODELING OBJECTS WITH
DISTRIBUTED PARAMETERS

Volodymyr Fedorchuk, Alexander Mahovych

Kamyanets-Podilsky Ivan Ohienko National University, Ukraine

495

s5-10

METHODS FOR CREATING MATHEMATICAL MODELS OF DYNAMIK LINKS WITH
DISTRIBUTED PARAMETERS

M.M. Karimov, Sh. M. Gulyamov, M.M. Kadirov, S. M. Sagatova
Tashkent State Technology University, Tashkent, Uzbekistan

505

s5-11

RETRIAL QUEUEING SYSTEM M|GI|1 RESEARCHING BY MEANS OF THE SECOND-
ORDER SYMPTOTIC ANALYSIS METHOD UNDER A HEAVY LOAD CONDITION

Ekaterina Fedorova, Anatoly Nazarov

Tomsk State University, Russian Federation

509

§5-12

CALCULATION OF THE PROBABILITY THAT A GAUSSIAN VECTOR FALLS IN THE
HYPERELLIPSOID WITH THE UNIFORM DENSITY

Alexander Moiseev, Anatoly Nazarov

Tomsk State University, Russian Federation

519

s5-13

AGENT-ORIENTED VIEW TO CONSTRICTION OF INNOVATION ENVIRONMENT:
TECHNOLOGY TRANSFER OFFICE

Rumen Andreev?, Tsvetelina Yorgova?
Bulgarian Academy of Sciences, Sofia, Bulgaria

527

s5-14

ANALYTICAL REPRESENTATION OF GRAPHS BY MEANS OF PARAMETRICALLY
DEFINED SPLINES

Tatyana Romanenko, Vitaliy Vishnevskey,Vladimir Kalmykov

Institute of Mathematical Machines and Systems, Kiev, Ukraine

536

15




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

§5-15

FOSTERING INNOVATION IN CULTURAL INDUSTRY: THE CASE OF BULGARIAN
CAPITAL — SOFIA

Tsvetelina Yorgova

Bulgarian Academy of Sciences, Sofia, Bulgaria

543

$6-01

COLLABORATION IMPORTANCE IN AGILE SOFTWARE DEVELOPMENT

Veselin Georgiev

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

550

$6-02

INFORMATION SECURITY RISK — ANALYSIS AND APPROACHES

Iskren Tairov

D. A. Tsenov Academy of Economics, Svishtov, Bulgaria

554

$6-03

DECISION RULES IN AGENT BASED MODELING

Georgi Penchev

Dept. of National and Regional Security
University of National and World Economy, Sofia, Bulgaria

559

s6-04

APPLICATION OF HEURISTIC METHODS FOR THE ASSESSMENT AND CLASSIFICATION
OF THREATS TO INFORMATION SECURITY

Nedko Tagarev

Dept. of National and Regional Security
University of National and World Economy, Sofia, Bulgaria

568

s6-05

A DUAL-LAYER DATA MODEL FOR A SCALABLE EDUCATIONAL SOCIAL NETWORK
AT A UNIVERSITY

Venko Andonov

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

575

$6-06

TRANSITION FROM A GENERIC TO A SPECIALIZED IMPLEMENTATION OF AN
EDUCATIONAL SOCIAL NETWORK

Venko Andonov

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

582

s6-07

CONDITIONS FOR IMPLEMENTING BUSINESS PROCESS MANAGEMENT SOFTWARE IN
TERMS OF SYSTEM INTEGRATION — A UNIVERSITY VIEW

Ivan I. Belev
Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

587

16




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

$6-08

IT TENDENCIES IN BANKING SYSTEMS SECURITY

Lili Emiliyanova Kitova

Dept. of Information Technology and Communications, UNWE, Sofia, Bulgaria

594

$6-09

METHODS FOR BUSINESS INTELLIGENCE (BI) IMPLEMENTATION

Ivan Georgiev Andonov

Dept. of Information Technology and Communications, UNWE,Sofia, Bulgaria

599

$6-10

COMPUTER-ASSISTED COURSES

Zahari Goranov

Dept. of National and Regional Security
University of National and World Economy, Sofia, Bulgaria

605

$6-12

EVOLUTION OF THE EUROPEAN GRID INFRASTRUCTURE FROM GRID TO CLOUD

Vladimir Dimitrov

Faculty of Mathematics and Informatics,
Sofia University “St. Kliment Ohridski”, Sofia, Bulgaria

610

$6-13

FORMALIZATION oF WS-BPEL BUSINESS PROCESS IN CSP

Vladimir Dimitrov

Faculty of Mathematics and Informatics,
Sofia University “St. Kliment Ohridski”, Sofia, Bulgaria

615

s6-14

THE ARCHITECTURE OF AGENT-ORIENTED SITUATION MANAGEMENT SYSTEM

Oleksiy E. Kovalenko

Institute of Mathematical Machines and Systems
National Academy of Science of Ukraine

621

$6-15

IMPACT OF BUSINESS PROBLEM CHARACTERISTICS ON THE ARCHITECTURE AND
SPECIFICATIONS OF INTEGRATION FRAMEWORK
Monika Tzaneva, Smilen Kouzmanov

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

628

s7-01

AUTOMATED VERIFICATION OF MACHINE LEARNING-INDUCED KNOWLEDGE USING
DOCUMENT REPOSITORIES

Milan Zorman'2, Sandi Pohorec?, Bojan Butolen?,
Bojan Zlatanic®, Dejan Dinevski®, Peter Kokol

* University of Maribor, Faculty of Electrical Engineering and Computer Science, Maribor,
Slovenia

2 Centre for Interdisciplinary and Multidisciplinary Research and Studies at the University
of Maribor, Slovenia

3 University of Maribor, Faculty of Medicine, Maribor, Slovenia

635

17




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

SEMANTICS WEB AND ONTOLOGY LEARNING

s7-04 Kaninda Musumbu, 642
LaBRI - Université Bordeaux , France
APPLYING OF MODERN INFORMATION AND COMMUNICATION TECHNOLOGY IN
EDUCATION
s7-05 ,
Mamedov H., Babanli M., Jafarov Z. 648
Azerbaijan Technical University, Baku, Azerbaijan
USING IMPORTANCE-PERFORMANCE ANALYSIS AND QUALITY FUNCTION
DEPLOYMENT TO IMPROVE MEDICAL SERVICE QUALITY — A CASE OF PSYCHIATRIC
PATIENTS IN TAIWAN
s7-06 Chiung-yu Yeh!, Hsin-Hung Wu? 657
 Lutune Christian Hospital, Changhua Christian Medical Foundation, Changhua, Taiwan
2 Department of Business Administration, National Changhua University of Education,
Changhua, Taiwan
EVALUATING PATIENT SAFETY CULTURE FROM VIEWPOINTS OF PHYSICIANS AND
REGISTERED NURSES — A CASE OF A REGIONAL HOSPITAL IN TAIWAN
Yii-Ching Lee’2? Chin-Lun Hsu® Hsin-Hung Wu*" Liang-Po Hsieh?
Shao-Jen Weng* Chih-Hsuan Huang*
s7-07 1 Graduate Institute of Business Administration, National Chung Cheng University, Chiayi
County, Taiwan 667
2 Department of Medical Quality Management, Cheng Ching General Hospital, Taichung,
Taiwan
3 Department of Business Administration, National Changhua University of Education,
Changhua, Taiwan
4 Department of Industrial Engineering and Enterprise Information, Tunghai University,
Taichung, Taiwan
EFFECT OF A REGIONAL-INDUSTRIAL PROMOTION POLICY THROUGH OPEN
INNOVATION
s7-08
Tetsuo Noda 677
Shimane University, Japan
A GENERAL FRAMEWORK TO COORDINATE A DECENTRALIZED SUPPLY NETWORK
s7-09 Atour Taghipour 687
University of Le Havre, France
OPPORTUNITIES FOR BUSINESS INTELLIGENCE IN A CLOUD
s7-10 Kamelia Stefanova, Dorina Kabakchieva, Stanimira Yordanova 693

Dept. of Information Technology and Communications
University of National and World Economy, Sofia, Bulgaria

18




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

ECONOMIC AND TECHNOLOGICAL CHALLENGES TO SMART CITIES
Georgi Zabunov', Plamena Zlateva?, Dimiter Velev?

s7-12 — . . - 699
' Dept. of Real Estate, University of National and World Economy, Sofia, Bulgaria
2|SER, Bulgarian Academy of Sciences, Bulgaria
3 Dept. of Information Technology and Communications, UNWE
MULTIVARIATE ANALYSIS OF STEEL ALLOYS COMPONENTS AND CHARACTERISTICS
USING COPULA APPROACH
s8-01 S. Popova', P. Koprinkova-Hristova?, P. Zlateva' 706
"Institute of System Engineering and Robotics, Bulgarian Academy of Sciences
2|nstitute of Information and Communication Technologies, Bulgarian Academy of Sciences
CRYPTOGRAPHY BASED ON FINITE AUTOMATA — A BRIEF OVERVIEW
$8-02 Blagoj Ristevski, Violeta Manevska 214
Faculty of Administration and Information Systems Management
University St Kliment Ohridski Bitola, Republic of Macedonia
LEARNING MANAGEMENT SYSTEM (LMS) USAGE: ABSORPTIVE CAPACITY
PERSPECTIVE
$8-03 Saraswathy Thurairaj, Farida Bhanu bt Mohamed Yousoof, 719
Komathi Munusamy
Faculty of Creative Industries & Faculty of Accountancy & Management,
Universiti Tunku Abdul Rahman, Malaysia
CONSTRUCTING TESTS AND DIALOG MODELING USING ONTOLOGICAL ENGINEERING
$8-04 Anatolii Verlan, Yurii Furtat 726
Institute of Sumulation Problems in Power Engineering
National Academy of Science of Ukraine, Kiev, Ukraine
SOME PROPERTIES OF PROCESSES ACOUSTIC EMISSION CONTROL STRUCTURES
s8-05 M.M. Karimov, M.V. Sagatov, B.A. Hudayarov, R.M. Irmukhamedova 731
Tashkent State Technology University, Tashkent, Uzbekistan
ABOUT ONE OF THE AUTHENTICATION METHODS
8-06 Madjit  Malikovich ~ Karimov,  Abduaziz = Abdugaffarovich
Abdarahmanov, Nurbek Bakhtiyorovich Nasrullaev 739
Tashkent State Technology University, Tashkent, Uzbekistan
ABOUT OF ONE METHOD OF SYNTHESIS OF THE STRUCTURAL PROTECTED
COMPUTER NETWORK
s8-07 Ganiev Salim Karimovich, Karimov Madjit Malikovich, Durdona 746

Irgasheva Yakudjanovna
Tashkent State Technology University, Tashkent, Uzbekistan

19




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

$8-09

THE NEW DEVELOPMENT PROJECT OF INTEGRATED INFORMATION SYSTEM OF
MANAGEMENT IN TODOR KABLESHKOV UNIVERSITY OF TRANSPORT

Dimitar Dimitrov

Todor Kableshkov University of Transport, Sofia, Bulgaria

751

s8-10

SIMPLIFIED ON-LINE APPROACH FOR PROPER RETORT HEATING PROFILE
DETERMINATION IN THE FOOD CANNING INDUSTRY

Nanko Bozukov, Hristo Dinkov, Marko Dimitrov, Vasil Shikov

756

s8-11

NUMERICAL PROCEDURE TO DETERMINE THE OPTIMAL COMPOSITION OF THE STEEL

Nikolay Tontchev, Emil Inanov, Georgi Georgiev, Ilian
Lubomirov

““Todor Kableshkov' Transport University, Sofia, Bulgaria

762

$8-12

METHOD OF AUTHENTICATION ON BASED PASSWORD GENERATORS

Anatoliy Fedorovich Verlan, Karimov Madjit Malikovich, Tashev
Komil Akhmatovich, Inomaliev Oybek Turapbaevich

Tashkent State Technology University, Tashkent, Uzbekistan

773

s8-13

A MODEL FOR CALCULATION OF CRITICAL LOADS OF HEAVY METALS FOR AQUATIC
ECOSYSTEMS

Sonya Damyanova, Nadka Ignatova

University of Forestry, Faculty of Ecology and Landscape Architecture

778

s8-19

A MODEL FOR CALCULATION OF CRITICAL LOADS FOR LEAD AND CADMIUM FOR
SURFACE WATERS

Sonya Damyanova, Nadka Ignatova

University of Forestry, Faculty of Ecology and Landscape Architecture

785

20




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

Dear Colleagues,

On behalf of the Conference Committees | have the honor and pleasure to thank you
all for your true participation in the work of the International Conference on
Application of Information and Communication Technology and Statistics in Economy
and Education (ICAICTSEE-2013) which took place on December 6 — 71, 2013 at the
University of National and World Economy (UNWE), Sofia, Bulgaria.

I would like specially to express my gratitude to all of the program committee
members for their genuine support without which it would never had happened.

Due to the current state of scientific development in all spheres of human activity, the
constant knowledge and skill actualization of the academia and researchers in the
field of Information and Communication Technology (ICT) is an obligatory necessity,
especially when the world is in a global economic and financial crisis. The definition of
long-term scientific research tasks in this area has a strategic importance, which is
even truer for young researchers, lecturers and Ph.D. students.

The conference aims were conducting analysis of the current problems and
presenting results of the ICT application in different areas of economy, education and
related areas of scientific knowledge; outlining the existing possibilities for the
application of modern ICT tools, methods, methodologies and information systems in
economy and education; discussing advanced and emerging research trends with a
long-term importance in the field of ICT application in economy and education.

The conference has established an academic environment that fosters the dialogue
and exchange of ideas between different levels of academic and research
communities.

The conference outcome is 107 published research papers (33 from foreign
participants), the explosion of fresh ideas and the establishment of new professional
relations.

I do hope to meet you all again at ICAICTSEE - 2014.

Dimiter G. Velev
ICAICTSEE-2013 Chair
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Abstract. In this article are considered the four classical principles of transactional approach in
client/server systems. We define as “Classical” client-server systems the ones that are developed
specifically for one company. ACID (Atomicity, Concurrency, Independence and Durability) are the
four classical principles which are discussed in the paper. Classical client-server systems we are
considering as non-distributed and distributed. The four classical principles has applied in a different
way according to the system - non-distributed or distributed.

Keywords: ACID principles, client/server system, non-distributed system, distributed system

1. Introduction

This article defines as “Classical” client-server systems that are developed
specifically for one company. A classical client-server system could be implemented in a
local network. In this case the computers are typically placed in the building of the company
and managed by the employees from the company’s administrative department. Another kind
of classical client-server system is the web-based system, which are working on a set of
computers connected via Internet.

There are two big groups of the web-based “Classical” client/server applications -
non-distributed and distributed applications.

Non-distributed applications are one component applications with non-autonomous
parts. The components are shared by the users all the time and all resources are accessible.

A distributed system consists of computers, connected through a network and
distribution middleware, which enables computers to coordinate their activities and to share
the resources, so that from the users point of view the system as one facility. The distributed
applications can be the cloud based applications and client-server applications, but all non-
distributed applications are only classical (see fig. 1).

Non-distributed applications + -

Distributed applications + +

Figure 1. Classical non-distributed and distributed client/server applications
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2.  Classical web-based client-server systems and the ACID
principles of the transactional approach

Almost any classical web-based client-server system includes the following three
types of generalized functions:

e User interface - functions implementing the information system interaction with the
user.

e Business logic - functions of information processing in accordance with specific
rules governing the specific application area. Description of the business logic
includes descriptions of business rules and business processes. Business rules are
the operations, definitions and restrictive conditions applied by the organization in
the achievement of its goals.

e Storage and retrieval of data from databases or from individual files. Databases can
be different type — a relational or a hierarchical. The relational databases also can be
any tape (Radoev, M., 2012).

When the functions of the information system are divided into software components
so that they can be installed to run on a separate machine, they form a tier (layer) of
information system (see fig. 2).

User Interface

Client
User Interface
User Interface anid 3“5'1955 Logic
Business logic Business logic
Database z
Server I
Database

Database

One Tier Two Tiers Three Tiers

Figure 2. Tiers in the client-server information systems

The architecture of the classical web-based computing system includes four tiers (see fig. 3):
Tier 1 includes the graphical user interface (GUI) visualization in browsers. Tier 2 includes GUI
management realized on the web server. Within the scope of tier 3 is the business logic, implemented
on an application server. Tier 4 includes the database management systems (DBMS) and all data
sources used in the system.
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Figure 3. Four tiers in a classical web-based computing system

The major idea on which the transactional approach is based is that some set of
actions performed by any end-user have to be performed in all-or-nothing manner (Gray,
1981). The aim of the transactional approach is to ensure consistency of the data in the
database, given that many end-users work with one and the same set of data. While one user
is reading some data, another user could try to modify or delete the same data. Such
situations could be not resolved automatically by the database management systems. The
transactional approach has an impact on the organization of data processing at all levels in
the system and on the organization of the processes on the business logic tier, in particular.

Let us recall four principles of transactional approach in client/server systems, known
as ACID. ACID stands for Atomicity, Concurrency, Independence and Durability:

- Atomicity: Each transaction is executed to completion, or not at all? The term
atomic is used to refer to operations that have multiple sub-operations but that are performed
in all-or-nothing manner.

- Concurrency: Transactions that are executed operate concurrently by sharing
accessed data. Concurrency control has to ensure that transactions are performed without
violating the data integrity of the database. The concurrency is needed for correctness in
systems where two or more transactions, executed with time overlap, can access the same
data. In cloud-based applications components are executed in concurrent processes.
(Murdjeva, A., Stefanov, G., 2012).

- Independence: Transactions are designed to operate independently of each other.
Each client is written to operate, as if the entire remainder of the system were idle and the
database server itself prevents concurrent transactions from observing one another’s
intermediate results. Such a process is referred to as isolation.
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- Durability: The results of committed transaction are persistent.

Nowadays many software developers consider the principles of ACID as absolutely
necessary because these principles ensure the consistency of the data in the databases. The
principle of data consistency in the database is regarded as fundamental. Furthermore, from
the classical viewpoint, an information system with inconsistent database is seen as unusable
at all. But there is some opportunities to avoid strong restrictions of ACID in classical client-
server applications.

3. Conclusion

In the classical non-distributed client-server systems it is obvious to keep the
principals of ACID. These systems are designed based on the ACID approach.

At its core, each non-distributed client-server system operates with atomic,
concurrent, independent and durable transactions.

Distributed systems are different (Lazarova, V., 2012). There are another four
principles that described processes more accurate but this are not considered in this article.
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Abstract. This paper attempts to define shadow information economics as a
domain of knowledge that aims at designing and implementing information threats (e.g.
malware, DDoS attacks, etc.). This paper also analyzes and explores economical basis
of shadow information economics functioning. An economical model of information
threats is proposed.

Keywords: information security, information economics, shadow information
€CoNnomics.

1. Introduction
The phenomenon of shadow information economics is, according to our opinion, not
sufficiently studied, even though it remains an important problem in the computer era, where
cybercrime becomes a problem, that every user has come across. This paper tries to draw
researchers’ attention to the problem of shadow information economics.

2. Definition

We define shadow information economics as all the individual and collective unlawful
activity, related to design, production, distribution, support, and use of components of information
and communication technologies that is hidden from society. In other words, shadow information
economics is all the criminal information products, services and processes based on IT or using
IT. The main economical elements of this domain are unlawful economical relationships, illegal
business, which is related to production, distribution and use of prohibited goods and services,
sphere of illegal employment. It is important to note the fact that this kind of economics merges
unlawful goods and services production, prohibited by national legislations, unlawful sale and
purchase of goods and services, and consume of aforementioned unlawful goods and services.
Therefore, we can conclude that the main reason of shadow economics existence is a set of
conditions that makes it profitable to conduct unlawful activity in the domain of information
technologies.

3. The Threats

A threat in information security is possible danger of a vulnerability being used to overcome
system defense and cause damage. ISO 27005 defines a threat as follows: “a potential cause of an
incident, that may result in harm of systems and organization”. NIST defines a threat as: “Any
circumstance or event with the potential to adversely impact organizational operations (including
mission, functions, image, or reputation), organizational assets, or individuals through an
information system via unauthorized access, destruction, disclosure, modification of information,
and/or denial of service. Also, the potential for a threat-source to successfully exploit a particular
information system vulnerability”. Therefore, we can derive the following categories of threats:

e unauthorized access
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destruction
disclosure

denial of service

modification of information

A research by Spy Ops, Technolytics, and Intelomics defines the following cyber threats:

Logic Bomb
Computer Virus
Rabbit

Bacterium

Spoofing

Sequential Scanning
Dictionary Scanning
Digital Snooping

e Spamming

e Tunneling

Scavenging
Counterfeit Equipment
Counterfeit Software
Software Malfunction
Botnets

Trap / Back Door
TEDs / EPFCs / EMP
Insider Threat

Trojan Horse

The research defines a rating and a color code for each of the threats.

Threats may be classified by their type (physical damage, natural events, loss of
essential services, information compromise, technical failures, and function compromise)
and origin (deliberate, accidental, and environmental).

Another research, by Digital Forensics Association, covering 28 countries and 3700
incidents, shows that the main vectors of information breaches are hacks, removable storage,
web, fraud (social engineering), and lost laptops.
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Figure 1. [nformation disclosure according to Digital Forensics Association.
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A report by Symantec confirms that in 2012 the most usual cause of data breaches were
hackers, being the cause in 40% cases, with accidental disclosure and loss of computers or
drives being close second, both being the cause in 23% cases.

The same report suggests that the number of targeted attacks has grown by 42% compared
to the previous year. This type of attacks more often targets smaller companies than before.
According to Symantec, most of the attacks target manufacturing (24%), with Finance,
Insurance & Real Estate and Services — Non-Traditional being on the second and third
places, having 19 and 17 percent respectively.

45% -
40%
35%
30%
25%

20% -

15% -

10% -

5% . .

0% -  ——

Hackers Accidentally Theft or loss  Insider Unknown Fraud
made public of computer  threat
or drive

Figure 2. Data breach vectors 11 2012 according to Symantec

4. Structure

In the Table 1 we provide a comparison between classical legal economics, classical
shadow economics and shadow economics in the information technologies.

One of the major differences between the three is the employed goods and services. In the
domain of information technologies, goods and services may often be confused due to their
intangibility.

Goods in economics often refer to something intended to satisfy consumer needs. Goods
are often considered to be tangible, while in the domain of information technologies only
computer hardware is tangible. The most common criminal information technologies goods
are the following ones:

e Specialized software — even though a lot of software in this category may be created
with good intentions such as penetration testing for information security
professionals in mind, these tools may be often used without proper authorization
and for malicious purposes.
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Figure 3. Number of attacks, depending on the enterprise employees number according to
Symantec

Spyware devices — credit card skimmers, electromagnetic impulse readers, hardware
key-loggers, etc.

Card counterfeiting equipment — fake plastic card producing and copying
equipment.

Pirated software — a major profit loss as is being claimed by software
manufacturers.

Private data — stolen logins, e-mails, passwords, credit card data, and all of the
possible data, that may be used in identity fraud.

Software and hardware vulnerabilities — according to Rainer Boehme and his paper
named Vulnerability Markets, a stable and well-formed market of vulnerabilities
exists. The researcher defines five types of vulnerability markets: bug challenges,
bug auctions, vulnerability brokers, exploit derivatives, and cyber insurance.

Among the most common criminal information technologies services we would like to
outline the following ones:

Analytics — software vulnerabilities analysis, reverse-engineering, market and
legislation analysis.

Social Engineering — a method of acquiring personal data via winning one’s
confidence pretending to be a person that victim would normally trust.

Spam — unsolicited advertisement delivery. Even though anti-spam techniques have
substantially evolved during past years, undesirable messages still get through
sometimes, which is annoying to users and may sometimes cause mailing systems
malfunction.

Pharming — attack via redirecting end user’s web traffic from a legitimate web-site
to a malicious one.
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e Phishing — attack aimed at acquiring personal data via tricking user into entering his
personal data (such as login information, passwords, e-mails, credit card data) on a
malicious web-site pretending to be legitimate one, which the user would normally
trust.

e Extortion — being very similar to real-world extortion, its virtual-world counterpart
aims at rendering some of the user’s hardware useless unless a certain amount of
money is paid. It is not unusual that even after the sum is transferred, malware
continues to extort.

e Sabotage — deliberate action aiming at causing system malfunction.
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e Terrorism — it is difficult to provide an unambiguous definition of this term, but,
generally, a terrorist is a person who uses violence and coercion as means of
reaching his or her goals. When speaking of terrorism in the domain of information
technologies, one would often imply DoS attacks, web-site defacing, sabotage,
specialized malware. Hacktivism may also fall into this category, even though it is
usually much less harmful.

e Piracy — a service aiming at copyright infringement via unauthorized software
copying, distribution, etc.

e Proxy services rent — a large proxy network may be often used to prevent
malefactor’s physical detection while sending patches and commands to botnets.

e DoS attacks — often sold as a service to those who don’t have enough resources to
perform it on their own.

e Botnet creation and rent — botnets may be widely used for DoS attacks, spamming,
as proxies, etc.

e Money laundering — by means of information technologies. It is noteworthy that not
only money earned in criminal sector of information technologies may be laundered
this way. And after being laundered it may be used to further elaborate and develop
both cyber and real-life crime.

5. Conclusion

The authors are aware of the complexity and complicacy of the issues brought up in this
article, and realize that no quick solutions are available. Heightened interest to this subject
gives hope for a successful resolution of the problems, but many issues are still left
unresolved.

We find it important to draw researchers’ attention to the following question, which
requires immediate attention: What is the solution to the problem of shadow information
economics? How is it possible to defeat it? Is it possible to completely annihilate it?
Probably, not. Is it possible to lead all the shadow entities out the underground? One might
suggest using the stick and carrot policy, punishing everyone who doesn’t, and stimulate
those who do. Or should we try and create the circumstances, where being in the shadow
would be economically disadvantageous?
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Abstract. The report was carried out as a SWOT analysis of the possibilities for cloud
computing — Infrastructure as a Services (IaaS), Platform as a Services (PaaS), Software as a Services
(SaaS), Data as a Services (DaaS), Communication as a Services (CaaS) and Monitoring as a Services
(MaaS). Discussed are the strengths and weaknesses, and threats to this modern information technology
based on the Internet. Emphasis is on the use of "good" practices and effective protection.

Keywords - SWOT analysis, [aaS, PaaS, SaaS, DaaS, CaaS, MaaS.

"Cloud" services (Cloud Computing) are installed on a web server maintained by the
service provider and the access is done through a web browser or mobile applications.

"Cloud" services allow users to easily and securely access, store, process, synchronize
and share computing resources across the Internet through a variety of devices such as PCs,
smart phones, tablets, PDA (Personal Digital Assistant) devices, television and more.

According to experts from the consulting firm Protiviti "the advantages of the cloud
model are obvious - companies save up to 60 % of their expenditure on IT infrastructure ".

SWOT analysis is a method to assess the Strengths and the Weaknesses, the
Opportunities and the Threats available in the "cloud" services.

Under analysis are both internal and external factors in order to achieve the goals of
the organization.

Strengths
Functionality

Cloud services allow you to store and process any kind of content, just as it is done on
the hard drive - from text documents to music and video files. Some services allow you to
store emails, contacts and e-calendar. Services allow accessing, editing and sharing content,
no matter what platform, desktop or laptop, smart phone or tablet is used. Other important
feature is synchronizing files from all devices. Sharing is protected by the usage of
passwords and encrypted files.

Mobile Access

One of the biggest advantages of cloud services can be the access from different
devices. Regardless of the device and the location - service (at work) or personal computer
(at home), smart phone or tablet (on the fly), cloud services allow you to use certain content
across a large number of applications and browsers for mobile devices.

Ease of use

Mobile applications and browsers that allow the use of ,,cloud" services are intuitive
and has user-friendly interface. Mobile applications are easy to be configured and to be setup
for the needs of each customer. What remains to be done are only local settings through
predefined templates.

Help and Support
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Get help with a problem when using the "cloud" services through communication
with a telephone, via email or chat. The service provides a forum and other information
materials as well as the services of highly qualified and experienced IT professionals.

Maintenance, including updating and upgrading the content of the services is
performed by the supplier. This saves time and costs, as for example in business information
systems, where the process of updating and upgrading is a complex and expensive process.

Reduced costs

The use of "cloud" services reduces the costs associated with the purchase of
hardware, software, room hire and qualified staff to care for their maintenance. Companies
pay only services ordered and used, i.e. customers pay a monthly fee and are not required to
purchase expensive licenses. The time required for analysis and management of IT resources
is diverted to key business activities.

Example: since no investments are required in ICT infrastructure disk storage system
for archives (back up) with a high degree of reliability and performance can be provided. The
prices and the complexity of backup and archiving models increase in proportion to the
amount and the importance of the data.

Flexibility

The provider of a "cloud" service offers the ability to change at any time the
necessary IT resources to respond to a change (growth or decline) in the business
environment;

Weaknesses
User data is not on the local disk

Storing user data in a remote location (data server) is not a problem but an advantage
as there are centralized access anywhere and easy archiving. However, if you use a service
system for enterprise resource planning (ERP system) data is downloaded nightly in
Business Intelligence (BI system) to be ready for the analysis of business’ managers -
obvious lack of easily and quickly accessible data is a serious problem. Still the speed of the
Internet for the ordinary businesses is much lower than the speed of communication between
the servers of the company and will take a long time.

Apply different security policies

Ordinary security policies on the local system are different from the security policies
of the provider of "cloud" services. This means that the created users in the Local Active
Directory are not automatically created in the "cloud" application, passwords are managed
separately and there is no centralized monitoring of logs (log security).

Difference in functionality offered

"Cloud" applications may have different functionality (more or less) than the one
offered by local applications. This can lead to the presence of "excess" functions or to certain
limitations in the operation and utilization of the application.

Opportunities

"Cloud" services are divided into the following types:
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1. Infrastructure as a Service (IaaS),
2. Platform as a Service (PaaS),
3. Software as a Service (SaaS),
4. Monitoring as a Service (MaaS);

Infrastructure as a Service (IaaS)

The IT infrastructure used is already in place in and the customer pays only for the
resources that are necessary. Thus, the user can "create" server in a virtual environment
without any problems and limitations that exist in the physical installation of hardware. This
means that you can at any time te create, start, stop and remove a server. The infrastructure
as a service includes:

e Data warehousing as a service (DWaaS) - the supplier provides information for use
in direct marketing campaign and business intelligence;

e Data backup (Backup as a Service) - the provider creates and stores backups data
and, if necessary, restores the status thereof;

e Communications as a Service (CaaS) — the supplier provides communication
channels for fast and safe (protected) access.

Platform as a Service (PaaS)

Set of tools for software development and software applications that are located on
the server of the provider and accessed via the Internet, regardless of the operating system,
the resources, etc. Example of hiring a comprehensive platform for the development of
software is Windows Azure, including C # + Windows Azure Compute + WCF + ASP.NET
MVC + Azure Tables + SQL Azure + Azure Blobs + Azure CDN.

Software as a Service (SaaS)

Use of software resources through a portal interface (front-end), which practically
guarantees their accessibility from anywhere on the planet. Such services can (include both)
vary from web-based email to full use of the integrated management system of the business
or just individual components. [2]

Examples of SaaS services:

* Enterprise resource planning systems (ERP),

* Customer relationships management systems (CRM),
* Supply chain management systems (SCM),

* Human resource management systems (HRM);

Monitoring as a Service (MaaS)

Provider provides services for monitoring and analysis of applied IT policies - for
example, security policies, etc;

Threats

To consumers of "cloud" services there are certain threats mostly related to security.

* In many of the "cloud" services developers do not comply with encryption protocol
that protects data from unauthorized access. Various mobile applications have different
levels of protection - as well as the level of security and in response to new attacks.

* Vendors are developing new updates for mobile applications, and new mobile
applications to reduce risks and make their services more secure, but this requires
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downloading and installing these applications, which carries risks of viruses. In the future it
is expected that "cloud" services will provide a unified solution that will increase protection
against attacks.

Companies in Cloud Business

Microsoft Azure Cisco Cloud Applications
1 10
IBM Cloud Intel Hybrid Cloud
2 11
Apple iCloud Dell Cloud Computing
3 12
Oracle Public Cloud Adobe Creative Cloud
4 13
SAP NetWeaver on Demand CA Cloud Solutions
5 14
Google App Engine Symantec cloud services
6 15
Amazon Web Services EMC Atmos Cloud Delivery Platform
7 16
HP Cloud Services Salesforce Force.com Cloud Computing
8 17 Platform
VMware Cloud Foundry The Rackspace Cloud
9 18

Companies offering SaaS services in Bulgaria are:

1. Bulgaria Salesforce (salesforce.com) provides CRM system.

2. Bora Solutions (bora-bg.com) offers a "system of business management."

3. Intelligent Systems Bulgaria (isystems.bg) offers a CRM system from Microsoft.
4. Microinvest Bulgaria (microinvest.net) provides CRM software Sugar CRM.

5. Aloe Co. (erp.bg) provides ERP system Enterprise One.
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Abstract. Traditional information technologies (IT) for financial and business analysis of the
organisation’s business (business analysis) are based on the use of computer equipment and appropriate
software. The fast information and communication technologies’ development, clients’ increasing
demands, competition, globalization, world economic and financial crisis are the main factors that
affect the necessity for development and introduction of new IT solutions in the business analysis field.
There is an objective process of transition from traditional IT to cloud technologies for business
analysis. The report highlights key issues related to the use of cloud technologies for business analysis,
their weaknesses and strengths, as well as the new options they provide for the analysis of the
organization’s entire business in operational and strategic aspect.

Keywords: information technologies, business analysis, cloud technologies, operational
analysis, strategic analysis

1. Introduction

The traditional model of information technologies in business is based on an overall
computer infrastructure for information processing maintained by the company for the needs
of its management. They can be defined as a system of methods, instructions, guidance and
descriptions of procedures for the performance of the information processes within the
organization: registration, storage, processing, transfer, delivery and use of information.

The financial and economic crisis that has occurred and is being developed has a
direct impact on the use of computer technologies at global level. The crisis raised a new
type of thinking for owners, managers and financial managers, who tend to shift the use of
their own computer infrastructure with the use of external IT service provider, i.e. cloud
service provider.

The cloud is a new model computer technology use. Cloud services could be defined
as a set of hardware, software, network and know-how being used for storage, processing
and use of information of remote computers in real time via internet. Therefore, the cloud
may be considered as business software (SaaS), platforms (PaaS) and infrastructure (IaaS).

The starting point is that all organizations — internet users, can make use of the
opportunities offered by the cloud services for processing and obtaining of information
required to make correct and reasonable business decisions. Indeed, the shift in thinking is of
special importance here, in addition to the understanding of the reality that information
technologies, including cloud technologies, are a constituent element of the organization’s
overall business cycle.

The introduction of the cloud business model of using computer technologies will be
a competitive advantage not only for the large, but also for the small and medium-size
organizations.

This publication highlights the opportunities for using modern information
technologies in economy. In particular, it outlines some major issues on the use of cloud
technologies for business analysis, their strengths and weaknesses, as well as the new
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opportunities they offer for the analysis, in operational and strategic aspects, of the
organization’s overall business.

2. Body text

The financial economic analysis (business analysis) is understood and treated within
its interrelated and justified expression as a science, as a management function, and as a
practical activity. Business analysis is an economic science with its own place in the
scientific space, with its own subject, object, method, methodology, technique, functions,
objectives, tasks and principles. It is an expression of the special management function of
“analyzing” within the management system of every organization. As a practical activity, the
business analysis is a subsystem of the organization’s financial management system.

The business analysis is aimed at studying the activities (innovation, investing, main
(according to the organization’s scope of business), trade and financing), performed by the
organization; the capitals (equity and borrowings) invested in these activities, and the
specific property forms (non-current and current assets) they are embodied in; the financial
results and the efficiency of these activities being reflected in the information system; the
indicators for characterizing them and the factors justifying any deviations from set criteria
level, for the purposes of objective assessment and making adequate and reasonable
management decisions about the future activity, the organization’s financial and market
stability and its prosperity.

The analysis and assessment of the strategic and operational goals set by the
organisation for the internal business processes and their efficiency, for the financial position
and the financial results, for the efficiency of the cash flows, are based on the modern
information technologies (see Figure 1).

Business analysis may be classified as internal and external. This differentiation is
made also with view of the possibility to use cloud information technologies for business
analysis.

The internal business analysis is characterized as follows:

= There is objective integration between forecasting, reporting, analyzing and
making management decisions as special management function within the organisation’s
management system.

» The analysis is performed on wide information base, i.e. it may use public
information, as well as internal information, which is not accessible to outside users, for
example: different internal reports and forms, which are not obligatory for all organisations.
We should note, however, that in practice there are some discrepancies when presenting the
information created within the organization and required for making a profound analysis. For
example, the formulas used to calculate the average amount of fixed tangible assets or short-
term assets may be specified. By using different formulas, different values of those assets’
average amounts are defined. Therefore, different indicators are defined, which, for example,
characterize the efficiency of fixed tangible asset use and the short-term asset convertibility.

* The analysis’ methodology and technique are complex and comprehensive and
encompass a large number of analysis objects, by identifying and assessing the factors’
impact on the behaviour and the dynamics of efficient indicators that characterize different
aspects of the organisation’s activity, both separately and in their mutual relations and
dependences.
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Organisation’s operational and strategic goals

Internal business processes

J L

Information technologies

1. Own computer infrastructure
2. External supplier, including cloud technologies

Business analysis
1. Internal analysis
2. External analysis

J L

Operational and strategic decisions for business
development

Figure 1. Business analysis

= The efficient analytical information is intended for the needs of the managing
body (the organisation’s management, owners, shareholders) to develop and make
appropriate management decisions, i.e. the creation and use of this information is intended
for intraorganisational use only.

» The efficient analytical information is characterized with a certain degree of
confidentiality and is aimed at keeping the trade secret.

The specific features of the external business analysis may be systemized as follows:

= The analysis is performed on the basis of information from the organisation’s
financial statements, i.e. on the public external reporting.

= The elements of the organisation’s financial statements are typical for all
organizations that prepare and present their financial statements on the basis of the
International Accounting Standards and the National Financial Reporting Standards for
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Small and Medium Size Enterprises, thus providing conditions for, and allowing, the
unification of the external analysis’ methodology and technique.

= The aim of the financial statements with common purpose is to provide
information about the financial position, the results from the activity and its efficiency, the
efficiency of resource use, the equity and its dynamics, as well as the organisation’s cash
flows.

= The external analysis’ methodology and technique are based on the assumption
for information limitation.

= The efficient analytical information is public and is required for a number of
internal and external (creditors, investors, clients, suppliers, state authorities, etc.) users with
different objectives. This information is necessary for the users in order to make appropriate
and reasonable management decisions.

On the basis of the above, we can make the conclusion that there are three important
and objectively existing differences between the internal and the external analysis. The first
one is in respect to the scope and availability of the information required for the analysis, the
second one — to the analysis’ methodology and technique, and the third one — to the contents,
structure and availability of efficient analytical information provided to the different users of
such information.

Understanding the differences between the internal and external analysis is the
starting point when choosing information technologies for the organisation’s activity
business analysis.

The users of information (both internal and external) from the organisation’s financial
statements should obtain correct, fair and authentic information about the financial position,
the financial results, the efficiency and the cash flows.

The organisation’s financial position may be analysed in the following directions:

1. Analysis of the passive (liability) expression of value, including analysis of the
content, structure and dynamics of capital — both equity and borrowings; analysis of capital —
equity and borrowings, convertibility.

2. Analysis of the active (asset) expression of the value, including analysis of the
content, structure and dynamics of the assets — fixed and short-term assets; analysis of short-
term asset convertibility.

3. Analysis of the active-passive (asset-liability) balance sheet correlations, including
solvency and liquidity analysis, capital reality analysis.

4. Analysis of the organisation’s financial stability, including a system of absolute
and relative analysis indicators.

5. Diagnostics of the financial position and defining the model of the organisation’s
financial position.

6. Analysis of the risk of trade insolvency and bankruptcy of the organization.

The modern approach for the organisation’s financial position analysis is based on the
objective integration between the management and the economic approach (see Figure 2).
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Analysis of financial condition of the enterprise

Management approach Economic approach

Balanced Scorecards Value based
Analysis ﬁ assessment methods

to the business

Figure 2. Financial position analysis approaches

The management approach is based on the integration of the balances system of
financial (profit, profitability, etc.) and non-financial (management quality, ability to achieve
the selected strategy, etc.) indicators for analysis of the organisation’s efficiency and
financial position.

The economic approach for the organisation’s financial position analysis is based on
the use of financial indicators for value assessment of business (value based business
assessment models).

The organisation’s financial results may be analysed depending on the way they are
identified. Here we may distinguish separate methods for analysis of gross profit,
respectively loss (accounting financial result), book profit, respectively loss, profits,
respectively losses, from usual activity, from financial income and expense, and last but not
least, the sales profit, respectively loss. The analysis of the accounting and the book financial
result is an external analysis and is based on the data from the Profit and Loss Account, the
Income Statement, respectively, (or the Statement of Comprehensive Income), while the
analysis of the sales financial result is strictly internal analysis and no information about such
analysis is disclosed in the organisation’s financial statements.

The business efficiency analysis may be performed in different directions, such as
analysis of the efficiency of use of resources held and controlled by the organisation. This
analysis is an internal analysis and is based on the use of variable information sources, such
as forecast, accounting, operational, technological, normative, and other types of
information. The profitability, reviewed in its capacity of summarizing relative efficiency
indication, may be analysed in different directions, depending on the bases chosen for its
calculation, for example expense, cost, revenue, sales revenue, assets, production assets,
capital, equity. To our view, it is substantial part the profitability analysis is an external
analysis. However, profitability analysis based on cost, as well as on production capital
(assets) gives important information to the internal users and may be rather considered an
internal analysis. Furthermore, equity profitability and different analysis models give useful
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and important information to owners about the funds they have invested, i.e. this is strictly
internal analysis.

The organisation’s cash flow analysis may be performed in different directions, such
as availability, use and efficiency of their use. As far as the cash flow information in
presented in the Statement of Cash Flows, such analysis may be defined as external analysis.
To our opinion, the forecasting analysis of cash availability in the organisation in general and
by types of activities, the use and efficiency of the cash use (profitability, liquidity, turnover)
is rather internal analysis. The efficient analytical information is an important source of data
for the managing subject. It can be used as a base to make appropriate business decisions for
optimisation of cash content, structure and dynamics, for timely identification of any
negative fluctuations of such cash, for development of effectively operating system of
preventive measures to avoid liquidity crisis, both in short- and long-term aspect.

The analysis of the business plan performance, by scope, product range, quality,
complexity, competitiveness and steadiness, is strictly internal analysis.

Furthermore, the expense analysis by types of activities, including by calculation
items, as well as the cost analysis, are internal analyses as well, and these methods give
important information for different types of expenses in different activities (main activity,
sales, administrative activity) and for the cost on the basis of which different business
decisions can be made, such as decisions for the development of new product, for
eliminating a product, which is not sufficiently effective, from the product list, etc.

The general integrated business analysis approach is based on the objective symbiosis
between the management and economic approaches (see Figure 3).

Based on modern business analysis approaches, methodologies and techniques, we
definitely believe that the time has come for organisations’ officers and managers to look for
perspective proposals ensured by modern information technologies. And why not the
innovation idea to use cloud technology services for business analysis?

Share of resources, realization of material economies, as well as establishment of
extremely favourable business environment are some of the strengths of cloud calculations,
which make them fully applicable in economy, and in particular in business in relation to the
organisation’s activity analysis. The specific application of cloud technologies for business
analysis depends on the set goals and tasks, as well as on the type of analysis — internal or
external analysis. Currently, the business in Bulgaria shows reserved attitude to the
investments in cloud technologies due to many different reasons. Here are some of the main
reasons: fear and mistrust to information security in multi-subscription environment; mistrust
to the safety of technologies and information against unauthorised access; fear of viruses,
which might block the systems and the information; fear and mistrust to the reliability of
equipment and communications; apprehension about data exchange speed in real time; lack
of skilful staff both for technical support and for development of new applications.

Based on the above, we believe that the cloud services for business analysis of the
organisation’s activity may be used by establishment of internal and external cloud.
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Figure 3. Integrated business analysis approaches

The internal cloud is more effective way to organise the data processing centre, but it
requires completely new IT architecture. The development of a cloud calculation model for
realisation of internal cloud should start with evaluation of the IT equipment homogeneity,
which is used within the organisation, by virtualisation of servers through the virtual
machine on the basis of developed images. Within the IT cloud specialists adjust the process
for construction of the virtual machine once, and then all processes are fully automated. The
access to the internal cloud is ensured within the frames of the organisation’s corporate
network, both at one point (office, units, etc. according to the functions of the organisation’s
responsibility centres), as well as in remote points (branches, affiliates, suppliers, distributors
and other business partners). Each organisation has the opportunity to objectively evaluate all
facts and to authorise or deny access to the organisation’s internal cloud for any information
users from remote points.

The internal cloud is an open system and modern information technology users may
take advantage of the possibilities external providers of different ready applications offer.
Thus, the opportunities for outsourcing of information-technological structure of the
organisation in general, and of the business analysis, as a special function of its management,
significantly increase.

Most organisations consider the idea for establishment of internal cloud more
reasonable, since they believe the external cloud cannot ensure the respective high level of
information security that might be achieved with the information systems with traditional
structure. Thus some issues rise for the managers involved in the business information
provision. Currently, they are not ready to give up the control of the organisation’s
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information-technological infrastructure, while at the same time the “cloud service” market
is still in process of establishment.

When using generally accessible external clouds for business analysis we should take
in consideration both the organisation’s goals, tasks and requirements, as well as the
forecasts about their use. Here it is very important to know in details the services offered by
different cloud service providers, to make critical comparative analysis and objective
evaluation of their weaknesses and strengths, whereas the choice of supplier should be bound
by contract stipulating the respective provisions that fully protect the interests of the
organisation-user of external cloud services.

The organisation may get advantage of a mixed option of internal cloud with access to
external cloud. Internal clouds may be developed, which develop applications to be exported
in an external cloud. We believe that such cloud technological structure may be applied when
making a business analysis of the organisation’s activity.

Our opinion is that the internal cloud can be successfully applied for an internal
business analysis, and the external one — for an external business analysis.

The next step in the development of cloud services and their use in economy,
including for business analysis of the organisation’s activity, is to develop a private cloud of
different types:

= Private cloud developed by the organisation’s data centre, including software,
hardware and services;

= Private cloud developed by the organisation’s data centre located within the
organisation but controlled by external provider;

= Private cloud developed by the provider’s data centre located at the provider’s
and controlled by him.

The strengths of the use of cloud services for business analysis can be systemised as
follows:

1. Optimisation of organisation’s expenses. The expenses incurred for establishment
and maintenance of IT infrastructure (computers, servers, disk arrays, communication
equipment, air conditioning, power supply, etc.) have a significant relative share in the
aggregate expenses for the organisation’s activity. Here the benefit and expense convention
objectively applies. According to this convention, the benefits from the use of efficient
analytical information should exceed the expenses incurred by the organisation for the
development and the provision of this information to the managing subject. By using cloud
calculation procedures for business analysis, organisation’s expenses are significantly
reduced, while the benefits for the users of business information exceed the expenses for its
development, transmission and use.

2. Efficiency optimisation. The efficiency of using the traditional IT infrastructure in
the organisation is low due to the impact of a number of factors, such as power cut-off,
which causes losses to the organisation in addition to all lost profits, since errors may occur
in the information systems or servers, as well as opportunities for hacker attacks and thefts of
business information about the organisation’s development in operational and strategic
aspect.

3. Optimisation of the risk level. The application of analytical methodology and
technique in the calculation cloud (the business analysis is considered a service within the
cloud) optimises the risk levels in the following ways:

-The service is a low risk model to apply specialised resources through
subscription;
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-The service is transparent, since it is standardised and characterised with extremely
high level of reliability and quality;

-The organisation is not interested in the way this service is provided, as well as in
the resources it is provided with and at what price;

-The service is a highly automated process which reduces the impact of any
subjective factors, such as human errors, etc., to the minimum extent;

- The technological risk level is reduced to the minimum extent, and in most cases is
totally eliminated;

- Continuous business is ensured as a result of the continuity of the technologies.

4. Optimisation of information security. Information security is one of the most
discussed issues when developing the organisation’s information infrastructure. We should
note here that security is not universal, but is rather a set of physical, logical and information
structure. Information security in information technologies is achieved when confidentiality,
integrity and availability of data are ensured. With the traditional approach to information
technology use, small and medium-size organisations in Bulgaria forecast in their budgets
only expenses for achieving physical information security. In order to guarantee the
availability of data at any time and to ensure continuity of business processes, they are
required to provide backup equipment in case of failure of any of the computer system’s
elements. When using cloud technologies for business analysis, a high level of information
security is achieved in its different aspects.

5. Optimisation of business development perspectives. The use of cloud calculation
procedures for business analysis gives rise to various perspectives for the organisation
originating from the inexhaustible technical resources they have. For example, the internal
business processes may be optimised, comprehensive analyses of financial position, financial
result, efficiency and cash flows may be performed, appropriate management decisions for
the business development in operational and strategic aspects may be made. On this basis,
the organisation may achieve financial and market stability, as well as improved
competitiveness and prosperity.

6. The use of cloud services is a prerequisite for the development of mobile and
flexible business. Internal resources are released within the organisation, objective
opportunities are established to generate new business ideas, to offer new products and
services on the market, to increase the efficiency of staff use by means of improving its
motivation and satisfaction, thus creating competitive advantages.

3. Conclusion

Currently, the managers and owners of organisations are oriented to growth strategies.
They focus their attention to increase their competitive power, to keep their loyal clients and
to attract new clients, to conquer new markets, to open and cover new market niches, and
thus to increase the organisation’s market share. In this way they can maintain the
organisations’ financial and market stability and prosperity of their business.

Organisations should focus on using modern information technologies, including
cloud technologies, in their business, as means of control, quality assurance, production
capacity improvement and keeping loyal clients.
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Abstract: The mathematic statistics contains a number of methods about tests and
verification the hypothesis. The Z-statistic is disseminated as a popular method of test and
verification the hypothesis at enough large aggregate arrays. Characterized peculiarities of
these methods are the integral estimations and their mutual dependence, which allows
checking the final decision. At the same time, the real distribution of a random value by data
of representative aggregate arrays stands away the attention. Actually the aggregate arrays can
be processed and discrete distributions can be calculated. Several cloud computing
estimations can be incorporated on this aim. The comparison of discrete distributions on
overlapping of their graphics and analysis can serve for verification of a real hypothesis
represented in the paper.

Key words: verification, hypothesis, discrete distribution, statistic, test.

INTRODUCTION

The mathematic expectation, dispersion and mean squared deviation are the often met
statistic estimations at test of an aggregate array. The comparison of random values with
issues of pairs of data is an actual scientific task solved with use of cover and correlation
functions, method of the coefficient of mutual correlation. The verification of a hypothesis
about several random values is accomplished by method of Z-statistics [3, 9] at enough large
aggregate arrays. Actually these methods fulfill the clouds of the information cloud
computing approach and are a base for introduction of some new trends in the statistics. In
parallel, different cloud computing techniques applied on one and the same aggregate arrays
generate different solutions. Our experience showed that statistic estimations issued from the
statistic distribution by repeatability are larger the same taken for data of equal probability.
As a result cloud of assumptions imposes requirements, which fluent the final values of the
estimations. The difference is quantitative only, when one and the same aggregate arrays are
assessed. In order to improve the quality of statistic processing the discrete distribution is
suggested as a detail, visual, valuable graphic estimation of a random value, represented by
aggregate arrays. The recommendations of yesterday about empirical distribution of random
value would be reassessed. For example, Korin in [9], chapter 5 writes: “Before specifying
the sampling distribution for the sample mean we shall construct a frequency distribution for
sample mean. While generating this empirical distribution is again not necessary, doing so
should clarify the concept of sampling distribution”.

Sage A.P. and Melse J.L. [4] write about some difficulty of discrete distributions: ...
usually the mean value or cover function of a random process are quite easier found than the
law of distribution”. But the law of distribution represented by corresponding function on
discrete values of aggregate arrays is affordable cloud computing algorithm at test and
verification some hypothesis with random values.

The aim of the current paper is test and verification of hypothesis:

Ho: pua = pra “The BP in the upper arm and forearm are equal”

and its alternatives:
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Hi : pua <> pra “The BP in the upper arm and forearm are not equal”

with use of the main statistic estimations and discrete distributions by deviations of
second order.

The selected aim can be achieved with a package cloud computing processing of the
data about aggregate arrays with the known statistic variables and multi-threshold separation
of the ranges of data by statistic deviation of second order inside the area of distribution.

CLOUD OF THE ASSUMPTIONS

The measurements of BP with one and the same sphygmomanometer are completed
in right and left upper arms by a scheme, shown in [2], in right and left forearms, and with
record of data about systolic and diastolic BP. The cuff over upper arm is installed in
accordance to the recommendations of the producer of the sphygmomanometer. The cuff
over the forearms would be installed in a way preventing its sliding — the air hose is going
toward the upper arm. As a result 8 aggregate arrays with N=81 data in every one of them or
648 data are available. Each one pair of systolic and diastolic issues about BP is independent
result of measurement. Hence, the preliminary computation of the statistic distribution by
repeatability of the data issues in accordance to the equations:

M

N
E{(x=0)} = (I/N)* E (a5 * ny( )= E (a * pal ) (1)

where ny is number of issues at x = a; and px = n/N, 1 — number of groups with equal
issues, M — number of all issues after the processing on repeatability, falls out. The equations
1 clarify the data frequency processing of statistic variables of the random values and some
explanation in the corresponding formula in [1].

The data about BP are unique or of equal probability — 1/N = 1/81.

Pursued condition of stationary of random processes, described by the aggregate
arrays, is accepted in general by default. It is scientifically proven about the upper arms in
another issue [8].

For simplicity the outliers are neglected.

The each one array is processed and average or mathematic expectation, deviation of
first order, dispersion, and deviation of second order are produced.

Discrete distributions are assessed by mathematic expectation and mean squared
statistic deviation.

The verification of the hypothesis of two random values represents comparing the
graphics of the corresponding discrete distributions and analysis by overlapping.

The role of the Z-statistics at verification of the hypothesis is also explored.

CLOUD OF THE STATISTIC ESTIMATIONS

With an account of the equal probability, the mathematic expectation represents
known average. It can vary from one aggregate array to another as result of available outliers
and data clusters.

N
Ef(x=a)} =px = (IN)* X a; )
=1
In the current exploration the mean squared deviation is as follows:
N N
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o = (IN) * {2 sqrtf(os — X)? . pa(@)]} = (IN) * X oy (3)
i=1 i=1
The function of discrete distribution in the practice of the mathematic statistics is
often substituted by Z-statistics, based on the following equation:

Z=(ux—y) / {sqrt[D(X - Y)]} “

The parameter Z is computed for the random values at estimation, which in the
current explorations are BP in the upper arms and BP in the forearms. With an account of the
level of significance noted by o for an aggregate array the function of distribution @, is
defined by the following equation [3]:

Oo(Za)=(1— ) /2 (5)

The standard table of the function ®(Zu2) [3] allows definition of the corresponding
values £Zq, , that represent the boundaries of critique ranges.

The H, hypothesis is supported by low values of Z < Z» . From one point of view,
the alternatives of H, or hypotheses H; can be expressed by comparisons of the mathematic
expectations of the compared random values. A special interest at the current exploration is
verification of the results about a hypothesis, which is described in [7] by general and
differential probabilities — an innovation alternative approach to testing a hypothesis.

DISCRETE DISTRIBUTIONS AT VERIFICATION THE HYPOTHESIS

The function of discrete distribution f(x;) represents the i-number of issues
corresponding to a j-range of the dispersion of the random value. It can be computed for first,
second and higher orders of the deviation the random value. In the current exploration the
second order of deviation is chosen.

Discrete thresholds define the ranges of distributions of the random values and they
include also supported by the author algebraic signs: +L;=tl.c, £L,=+2.5, £Ls;=+3.0,
L4=4.(5. _

With an account of differences (o; — o) the function of discrete distribution of an
aggregate array on the discrete thresholds is built on the following logic expression:

If (6i—o) < L; then f{os) = flog) + 1 (6)

where oj; — j-th discrete range with i-issues inside it. As a result of processing it is
established independence of the discrete function of distribution on the chronology of the
data or some other data ordering.

Discrete distributions of different random values are compared by essential details
and summarize parameters: shape coefficient and shape distance to a centre. The parameters
can be used at different algorithms for assessments in accordance to chosen principles.

The shape coefficient is an empirical characteristic of the discrete function calculated
by the following equation:

11 +L
Cr= [ 2 X o + k*Ad) * fi(xy)] / [S(i)] %

k=0 j=-Lj

where ip = const, Ai =const, S(i,j) — surface of the form given by discrete distribution.
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The shape distance to a centre is a length of ort connecting the central moment line of
the discrete distribution with the ordinate axis. It can be computed by analytic or graphic
processing of the function of discrete distribution, similarly to the formulae about Cr.

EXPERIMENTAL RESULTS OF VERIFICATION BY Z-STATISTICS

The hypothesis that “The blood pressure within the forearms exceeds the blood
pressure within the upper arms” is estimated with a probability of 72.2222% in [7]. In the
current exploration it is verified by Z-statistics. The table 1 shows results of verification the
hypothesis H, “The blood pressure in the upper arm and forearm are equal” by quintiles of Z
and Za/z.

Table 1 Verification of the hypothesis H, by Z-quintiles.

FPararmneter | Level of | Function | Quintile | Quintile | Inference
of BP at sighifican | @, (Zun) | £ Zep of | of array

o= s $, =
Right arm
Systolic BP 005 0.475 1.96 3592 | Reject Hy
Right arm
diastolic
EF 0065 04a78 1.85 5414 | Reject Hy
Left arm
avstolic BP 002 | 048899 2.29 2.114 | Accept Hy
Left arm
diastolic
BP 0.055 04798 2.5 43 | Reject Hy

It is seen 75% of rejection the hypothesis H,. Consequently, the author’s test in [7] is
verified positively and the values of the mathematic expectations on table 3 show higher BP
in the forearms in comparison to the BP in the upper arms.

EXPERIMENTAL VERIFICATION OF HYPOTHESIS VIA A COMPLEX:
STATISTIC ESTIMATIONS — DISCRETE DISTRIBUTIONS

The theory advises that the real distribution of random value is given by the law of
distribution the probabilities, corresponding to the issues. With the introduction the signed
discrete thresholds discrete distribution acquires some other quantitative definition. Thus
each detail of the discrete distribution can be assessed and compared to the same one for
another random value or aggregate array. Moreover, it can be estimated by summarize
parameters of shape coefficient and shape distance to a centre. Table 2 contains important
information about the all graphic discrete distributions of the explored random values about
BP.
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Table 2. Discrete distributions of random values by aggregate arrays.

Location -, 1 0 1 2 3 4
and signal
Upper
arm right, | 0.0 | 0.00000 | 0.59259 | 0.32099 | 0.07407 | 0.00000 | 0.0
Sys
Upper
arm right,
Dias
Upper
arm left, 0.00000 | 0.54321 | 0.30864 | 0.13580 | 0.00000 | 0.0
Sys
Upper
arm left, 0.00000 | 0.60494 | 0.27160 | 0.11111 | 0.01235 | 0.0
Dias
Forearm
right, Sys .0
Forearm
right, 0.07407 | 0.49383 | 0.30864 | 0.09877 | 0.02469 | 0.0
Dias
Forearm
left, Sys .0
Forearm
left, Dias .0

0. 0. 0. 0. 0.
.0 00000 55556 34568 09877 00000 .0

0.20988 | 0.39506 | 0.18519 | 0.11111 | 0.09877 | 0.0

0.22222 | 0.37037 | 0.25926 | 0.09877 | 0.00000 | 0.0

0.03704 | 0.51852 | 0.33333 | 0.07407 | 0.02469 | 0.0

The careful sight on the table 2 recognizes narrow distribution of the random values
about BP within the upper arm and increased dispersion of them within the forearms. The
corresponding graphics follow on the next fig. 1 about the right arm by systolic and diastolic
BP. The same ones for the left arm are shown on the fig. 2. Their forms are close to the
normal distribution and demonstrate a good quality of the graphics about the random values.
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Figurel. Discrete distributions of the right arm by systolic and diastolic BP.
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Figure 2. Discrete distributions of the left arm by systolic and diastolic BP.

The important differences of the graphics about systolic BP at both right and left arms
are features about higher dispersion of the corresponding random values generated for
forearms. The similarity of the same features and the corresponding differences at the small
ranges about the diastolic BP are witness for specific distributions of the functions of them.

The analytic assessments of the graphics are completed by the shape coefficient, shape
distance to a centre and surfaces of the forms under the lines of distributions. They are shown
on the table 3.
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Table 3. Features of estimations the discrete distributions.

Location Mean Disper- Mean Shape Shape Surface
value sion squared | coeffi- | distance
deviation | cient to
centre
Upper

arm right, | 122.22222 | 73.78875 | 0.75781 | 0.27110 | 0.36840 | 0.73860
Sys

Upper
arm right, | 79.20988 | 54.07026 | 0.65872 | 0.28850 | 0.47500 | 0.64250
Dias

Upper
arm left, | 119.48148 | 64.66758 | 0.68536 | 0.23650 | 0.55000 | 0.66790
Sys

Upper
arm left, | 76.95062 | 50.00381 | 0.61927 | 0.23230 | 0.53100 | 0.61900
Dias

Forearm

right, Sys | 127.95062 | 132.29767 | 0.98127 | 0.17820 | 0.45000 | 0.97020

Forearm
right, 86.07407 | 75.98445 | 0.75751 | 0.18834 | 0.47000 | 0.74800
Dias

Forearm
left, Sys 122.80247 | 129.60844 | 0.94212 | 0.30000 | 0.1750 0.91845

Forearm
left. Dias 82.16049 | 68.66819 | 0.72685 | 0.21242 | -0.4686 0.71830

The higher shape coefficient corresponds to higher level of BP. The preferable shape
distance would be less than mean squared deviation. If the feature “surface” is accepted as
estimation, then the BP in forearm totally prevails over the BP in upper arm. But it will not
be true because higher surface at large boundaries of the discrete distribution supposes higher
dispersion of a random value.

With comparison of the shape coefficients it is seen the prevailing at three locations of
measurement of the upper arm over the forearm, and one location of prevailing for the
systolic BP about left forearm over the left upper arm. This circumstance substantiates an
analysis extra. When BP within upper arm is accepted higher than BP within forearm, then
the mean growth deviation is 12.24%. In parallel, mean relative similarity is 87.32%. Hence,
as a result of comparison the quantitative assessments of above suppositions, the hypothesis
H, can be accepted as true. This inference is supported by the increased dispersions of the
corresponding discrete distributions about systolic BP at the forearms, assessed by deviations
of second order. Consequently, differences of the BP at both upper arms and forearms come
from the increased dynamics of the BP and of its corresponding signals at the forearms. With
account of the discrete distributions of the BP, built by deviations of first order, the picture
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can look different. Some qualitative features about verification of hypotheses by deviation of
first order are already described in [8].

With account of the upper analysis the following recommendations can be suggested.

The test of hypothesis, which depends on the static parameter — mean value of the
aggregate array of a random value, is recommended to be verified with Z-statistics.

The test of hypothesis, which depends on the speed of the estimated parameter —
deviation of first order of the aggregate array of a random value, is recommended to be
verified on graphics of discrete distribution, based on deviation of first order and on valuable
estimations of it.

The test of hypothesis, which depends on the dynamics of second and higher order of
the estimated parameter — deviation of second and higher order of the aggregate array of a
random value, is recommended to be verified on graphics of discrete distribution at large
boundaries, based on deviation of second and higher order and on valuable estimations of it.

CONCLUSION

The verification of hypothesis via a complex: statistic estimations — discrete
distributions reveals a number of variety at the corresponding information technology by
cloud computing algorithms. It is shown that this complex provides abundance of useful
information about the explored random values. The current exploration infers a specific
separation of the methods about test and verification of hypotheses. It is result of
comparisons about phenomena, observed at cloud computing the data arrays about BP. The
results are computed with use of Excel.
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Abstract. The paper examines possible aspects of applying virtualization
technologies during the processes of development, testing, implementation and
management of SOA-applications so as to achieve high quality software, shorter release
cycles and easier modification and adaptation. The virtualization aspects examined are
service virtualization, virtual services and abstract layer of virtual services. The authors
point at the main advantages of each of the examined technologies during development
and maintenance processes connected to SOA-applications. The comparative analysis
of these three technologies concludes with recommendations about the collaborative
application of all three aspects of virtualization in order to combine the benefits of each
virtualization technology.

Keywords. Virtualization, Service Oriented Architecture, virtual services, SOA-
applications.

1. Introduction

Current SOA application developers are facing many challenges and have to deal with
a great number of problems, such as complicated project management, high pressure for
short release cycle, increased demand for better software quality, different kinds of
constraints and limitations.

The purpose of this report is to analyze and compare different virtualization
technologies in order to discover their benefits and limitations regarding SOA applications
development and eventually to propose recommendations for their collaborative
implementation.

2. Virtualization methods and technologies

A major part of problems developers experience are due to different kind of
limitations and obstacles, such as unavailable or with limited access operational systems,
hard to simulate complex systems, scheduling conflicts, constantly changing requirements,
and so on.

A recent research, made from Coleman Parkes and Computer Associates amongst 501
professionals in software development area in North America and Europe, reveals some of
the major challenges, software developers have to face: increased demand for new software
release (average 6.4 per year); higher requirements for more and better functionality; shorter
release cycles (from 3 to 5 months per version) and strict budget limitations. At the same
time respondents point out the main obstacles in software development and testing process.
These include - undeveloped applications (marked as a significant challenge by 61% from
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American and 39% from European software developers), limited or no access to third-party
systems and databases, corporative mainframes and additional license costs associated with
using outside resources only for testing and development purposes.

The cited research results show negative tendencies for those companies which use
conventional approach in development, integration and testing. Although it is not stated
specifically, these results are also relevant to SOA applications development as this area is
characterized with elaborate production environment, complicated team collaboration and
complex government.

We think that a significant part from the mentioned limitations and challenges could
be overcome through using virtualization in different aspects. These aspects include:

1. Server virtualization (classic or hardware virtualization). From SOA point of view
this virtualization aspect could be viewed as a service producer virtualization.

2. Service virtualization — modelling service communication and behavior.

3. Abstract layer of virtual services allowing one service implementation to be
represented by several virtual services.

Server virtualization

Server virtualization helps to achieve consolidation of physical servers, lower
maintenance costs and TCO. From software producers’ point of view there are additional and
more important advantages following server virtualization such as opportunities for
application testing in different operational environments, server resource clustering,
providing availability and reliability of services, government and control of services’ load
and system restore. Due to the nature of the current SOA applications and inconsistent
resource load, one of the main advantages of server virtualization is connected with the
possibility of dynamic resource allocation.

Service Virtualization

Service Virtualization is a practice of “capturing and simulating the behavior, data
and performance characteristics of dependent systems and deploying a Virtual Service that
represents the dependent system without any constraints, thus allowing software to be
developed and delivered faster with lower costs and higher reliability”. We have to say that
the term “service virtualization” does not refer only to virtualization of web services, but also
includes virtualization of all resources used in composite application development as service,
data, mainframes, service bus, etc.

Server virtualization gives a good number of advantages but is applicable only to
under allocated systems. As mentioned before the main part of constraints and problems are
due to over allocated resources, which are hard to simulate through hardware virtualization
or are unavailable in development in testing phases.

The main differences between server and service virtualization could be summarized
in the following comparative table (see table 1).

57



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

Table 1. Comparison of server and service virtualization.

Server virtualization Service virtualization
Increased usage of under allocated systems. Decreased usage of over allocated systems.
Virtual image of accessible systems. Access to systems, which cannot be virtualized
by server virtualization.
Goal: virtualization of the whole system. Goal: Simulation of system’s behavior and
communication.
Uses virtual machines Uses virtual services

The comparison reveals that service virtualization could be used in cases where server
virtualization is not applicable, e.g. when dealing with over allocated or inaccessible
resources. This leads to the conclusion that the two types of virtualization are not
interchangeable, but complementary.

Virtualization of a service is a process of creating a virtual service which consists of
instructions for simulation of a communication between systems. The process typically
involves three main phases:

1. Capture. A software component, called “listener” records messages and data
exchanged between the application under development and the system which is being
simulated.

2. Model. A service virtualization software correlates the captured data into a virtual
service that may simulate a credible conversation of requests and responses.

3. Simulate. The deployed virtual service (VS) is used as a stand-in for the simulated
system. VS will respond in a more predictable manner than the “real” system giving the
appropriate data according to user requests.

The idea of simulating external systems is not new and has been widely adopted in
process of development of complex, distributed and heterogenic applications. The traditional
approach for simulation includes creating a “mock” software application, programmed to
return certain data as a response to requests. The main disadvantage of this approach,
however, is the narrow scope of possible answers generated from the prototype. This is
caused by the limited scenarios of conversation situations coded in software prototype. In
order to imitate broader set of communication scenarios developers have to put in significant
efforts commeasurable with efforts needed to develop a new system. Another drawback of
this conventional simulation approach is the impossibility to use it at the development and
testing processes which may lead eventually to a later discovery or ignoring serious mistakes
or omissions.

The service virtualization approach could help avoid the aforementioned problems
through providing plausible environment in development and testing, automation of the
process of simulation of external systems, facilitation of parallel team work and dynamic
virtual service government through processing of exceptions and adapting VS model.

Abstract layer of virtual services.

The term “virtual service” used in this virtualization method has rather different
meaning compared to the previous virtualization technique. Virtual service here plays the
role of intermediate between the real implementation of a service and service consumers.
Consumers interact with a virtual service with alike, but not exactly the same interface as
that of the “real” service. The virtual service’s interface may define attributes, descriptions
and requirements, determined by different service contract in respect of service consumers’
needs and requirements. The interaction between service consumers and producers is carried
out in abstract layer which is responsible for synchronization of virtual services interfaces,
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transformation if needed, integration with other infrastructures and policy-based changes.
Virtual services form the abstract layer that has different addresses from the real service
implementation, which allows modifications in service producer to be made without
affecting service consumers (see fig.1).

[ Service Implementation ]

Service Interface

Abstraction Layer

Optimization Integration Adding Standards

Adaptation Versioning Service
substitution

Y h 4 k4
Service Service Service
Consumer Consumer Consumer

Fig.1. Abstract layer with virtual services

Virtual services in abstract layer give several advantages in the process of
development of SOA applications such as:

Service versioning. The loose coupling, achieved in virtual services, allows
changes to be made in the abstract layer without impact on the service
consumers. This permits different versions of one service to exist
simultaneously. Representation of different service versions as virtual services
is a more efficient approach compared to implementing service versions as
different service implementations help minimizing the government and
development efforts and increase service reuse which is one of the basic SOA
principles.

Service replacement and termination. The migration to new service producer
or termination of services could be eased significantly if the needed
transformations are made in abstract layer rather than in service consumers.
Introducing new standards or their versions. There is a constantly increasing
number of standards in web service domain. Every new standard, subset or
standard version requires certain transformations to be made both to producers’
and consumers’ side. With virtual services the introduction and implementation
of new standards could be carried out in the abstract layer thus avoiding
changes and transformations in service consumers or producers;

Migration to new technology. Composite applications are dynamic and
constantly evolve as a response to changes in external and internal for the
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company factors as legal regulations, requirements from partners (customers,
suppliers, distributors) and others. These changes demand new technologies to
be implemented and this requires a complete service makeover. This could be
avoided if new technology implementation is made in the abstract layer;

e Adapting to requirements of different service consumers. In order to
achieve good service reusability developers must meet the requirements of
broad set of users who probably use different identification or security
methods. The abstract layer could manage these requirements and perform the
needed transformations and monitoring of services without changes in their
implementation.

e Integration of different SOA technologies. Web services can be deployed
using different technologies and protocols as Java Message Service (JMS),
IBM WebSphere MQ, Representational State Transfer (REST, REST full),
SOAP, SMTP (Simple Mail Transfer Protocol), and so on. The collaboration
between these technologies and protocols requires significant efforts, which
could be realized in the abstract layer thus contributing to increased service
reusability and eased development and government.

The abstract layer of virtual services permits to achieve agile and secure SOA
applications and a higher degree of service reusability. The virtualization of services,
however, is not limited only to providing an interface for interacting with the real
service. To fulfill at a maximum level the opportunities of this virtualization concept
the abstract layer has to carry out integration and synchronization functions as well as
the needed service policies and transformations.

3. Comparison and collaborative implementation of Virtualization
methods.
The aspects of virtualization presented give a clear advantage in building composite
applications. It should be noted that despite the specifics, these three aspects of virtualization

are not mutually exclusive and may advantageously be used in combination, taking into
account the possibilities and limitations thereof, the main ones are shown in Table 2.

Table 2. Comparison of the three virtualization methods.

Server virtualization Service virtualization Abstract layer of virtual
services
Virtualization of: Resources Service behavior Interaction between
service producer and
consumer
Limitations Could not be implemented | Implementation only in | -

on over allocated or | development and testing phases
unavailable resources

Advantages Increased resources’ | Short time for development and | Agility and security of
usability coefficient; testing; applications;
High economic | Reduced costs; Increased service
effectiveness; Better software quality. usability;

Loose coupling between
producers and consumers.
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4. Conclusion

The comparison of benefits and limitations of virtualization aspects, presented in table
2 gives us the ground to propose the following recommendations regarding collaborative use
of virtualization methods:

o First, use of virtual services at the stages of development and testing of SOA-
applications. The implementation of such technologies can be gradual starting from
strategically important for the company applications. The most significant limitation of this
aspect of virtualization is its application only in the development, modification and testing,
but as these are key steps in the process of building applications and given the dynamics of
SOA- applications , we believe that the virtualization services are essential for quality and
the functionality of the composite applications;

e «Second, use of virtual services and abstraction layer for all applications, regardless
of their scope , number of implemented services and users . Building abstraction layer should
be laid at the stage of defining the requirements for the new application and is a top priority
for developers. The use of virtual services contributes to a high degree of realization of the
two basic principles of SOA - Reusable Services and independence between consumers and
providers of services that ultimately allow the construction of adaptive and functional
applications.

Collaborative use of the three aspects of virtualization allows multiplication of the
positive effects of server virtualization, virtualization services and abstraction layer of
services. Server virtualization is a priority in the construction of all kinds of applications and
companies have very rich experience in its use. In SOA- applications this method of
virtualization could be also successfully applied to all resources, suppliers or consumers of
services. However, we believe that the combination of the other two aspects of virtualization
would have the greatest effect precisely on creating SOA- applications since both approaches
apply methods of abstraction and reuse of services. Combining virtualization services and
abstraction layer can be implemented as a virtualization of behavior of services from the
abstract layer. Virtualization services could be deployed on the basis of captured
communication (exchanges of messages) between the virtual services from the abstract
services rather than the real service implementation. This combined approach will allow for
multiple versions of one real service to be simulated using a broader set of communication
scenarios.

Examined aspects of virtualization provide a number of advantages for building SOA-
applications such as optimizing the use of resources, shortening the deadlines for
development, quality improvement, easier and flexible service management, increase the
degree of utilization of services and independence of consumers and service providers and
others. We believe that the three methods could be used together in the process of building
and operating of SOA- applications thus combining most of the opportunities offered by
virtualization.
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Abstract: In this article are reviewed the Gang of Four (GoF) patterns and
possibilities for combining them in new patterns. For the purpose are presented and classified
relationships between classical patterns. So design patterns to be combined and integrated in
software development. Described are different classifications, types of patterns and their
place in CASE. In particular, we consider Enterprise Architect (EA)'s way of creating,
integrating patterns as necessary to correct design, and using UML to describe them.
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Introduction

Patterns, and in particular design patterns are promising software technologies which
can accelerate the process of development and to improve the quality of the developed
system. In the development of complex systems, software developers having to combine a
great number of patterns, in order to cover the various aspects of the system - the storage of
the data by the use of various algorithms for processing and calculation.

When developing applications design patterns are applied together. The goal is to
create a flexible architecture subject to reuse. Furthermore interaction between patterns is
achieved, which is much more than a sum of several patterns.

There are many types of patterns with different assignment, functions and levels of
typing. Therefore, there are different pattern classifications based on different criteria.
Classical design patterns, described by the "big four" - Eric Gamma, Richard Helm, Ralph
Johnson and John Vlissides [11] are twenty-three in number. According to Gamma a design
pattern is a "description of communicating objects and classes that are customized to solve a
general design problem in a particular context" [11]. Also Patterns of Software Architecture
are classified [10] and other patterns are united together in a classification of programming
languages, which are suitable, such as C++. They are called Pattern Languages of Program
Design [4, 5, 6, 16]. By classic patterns preferably are solved problems of a low level of
designing of software. They offer software solutions that especially provide a possibility for
code reuse and ease maintenance. One of their main goals is to ensure the development of
software that is easy to maintain and modify. Thus, in its tracking is not required to be made
large and fundamental changes. Therefore, in the classic pattern described by the group of
four, the software adaptation to the new requirements should be implemented without
significant reforms in existing software. So they carry flexible software that easily adapts to
the changed requirements. In contrast, by the CASE Enterprise Architect (EA), the patterns
provided are on a higher level of typing. They cover all levels of development and are
modeling patterns which are on higher level

Martin Fowler [10] and a number of other prominent software developers offering
patterns for designing the next level, which do not focus on creating classes and interfaces.
Their patterns are formed on the basis of the use of the components in a broad sense. They
stand at the basis of EA architectural patterns. Refer to the commonly used solutions in
different information systems. These patterns are still developing and differ from classical
patterns in objectives and reasons for its occurrence.

Architectural patterns are based on the integration of many design decisions needed
for the development of a system. These patterns apply Service Oriented Architecture (SOA),

62



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

REST , etc. [1]. They determine the manner of establishing the overall system by integrating
the smaller components within the scope of the software application. When using SOA,
business logic generalize to the service layer and the user interface interacts with the
different program modules providing services. Through these modules provide
implementation of different business processes involved in the software system. In REST
API patterns using REST protocol to provide resources through the Internet.

Classifications of patterns

Combining patterns in a system is performed by relating them in different ways,
which should be described in the documentation of the pattern. However, collections of
patterns contain only a description of the relationship between the elements of the collection.
In the different collections same relationship is realized and described differently. Just this
contradiction determined difficulties in using the patterns as the description of the
relationship is significant part of the definition of the patterns.

The classification of the relationship between the patterns is considered to facilitate
the use of patterns. It presents the basic interactions between the patterns - a pattern uses
another pattern, a pattern refines another pattern, or a pattern conflicts with another pattern.
Also are covered some minor relationship, such as: pattern being similar to another pattern,
or one pattern combining with another pattern.

Different collections of patterns represent the relationships between patterns
differently. For example, in the described by Zimmer [20] patterns are considered three types
of relationships - a pattern used another, a pattern pattern used another pattern or two
patterns are similar. According to Design Patterns Smalltalk Companion [1] besides the three
relationships, there's another type - a pattern specialisation to another. Patterns of Software
Architecture [4] also propose three relationships types, two of them are different - a pattern
can use, be used by, generalize, specialize, or provide an alternative to another pattern. Other
collections of patterns present the union and reflexive relationship between patterns [16, 17].

In general, the main relationships between patterns can be grouped as follows:

Primary Relationships: Uses; Refines; Conflicts.
Secondary Relationships: Used by; Refined by; Variant; Variant Uses; Similar;
Combines; Requires; Tiling; Sequence of; Elaboration.

The three primary relationships between patterns are presented in the classical design
patterns - one pattern uses another pattern; a more specific pattern refines a more general
pattern, and one pattern conflicts with another pattern when they both propose solutions to a
similar problem.

There are also described a number of secondary relationships between patterns, such
as a pattern being a variant of another pattern, two patterns being similar, or two patterns
combining to solve a problem. They are described how they can be expressed in terms of the
primary relationships.

The first main relationship is uses. It is very common. It is found in all collections of
patterns. One pattern uses another pattern. In this relationship a pattern creates models which
can be used from other patterns. This allows other patterns to perform their activities.
Typically, the global pattern with a larger application in the system is using the smaller, local
pattern. This relationship is used to create more complex patterns as a composition of simpler
patterns. Riehle [17] considered the creation of a pattern, as any design pattern which is best
described as the composition of further patterns. It presents a Model-View-Controller
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pattern, which is obtained as a composition of the Observer, Strategy, and Composite
patterns.

The pattern Composite combine objects to create new functionality. It configures the
objects in a tree structure to represent hierarchies of the "parts of the whole." This enables
users to treat in the same way as individual objects and configurations of objects.

The Observer pattern connects a View to its Model, the Strategy pattern arranges for a
Controller object to handle input on behalf of a View, and the Composite pattern provides a
hierarchy of Views. A View does not handle user input but leaves this to the Controller —
thus the Controller is a Strategy for handling user input. Views can have Subviews which
represent smaller parts of the user interface and which can have Subviews themselves — thus
the View is a Component in the Composite pattern and different Views can be either Leafs or
Composites. Fig. 1. illustrates this pattern relationship.

e —

—
1\=Iode1-\-'iew_\>

Controller
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-

Observer Strategy

Fig. 1. Uses pattern relationship.

Other authors — Dyson and Anderson [16] are declared a collection of small patterns.
Composite pattern uses the smaller-scale patterns of which it is composed. The description of
a composite pattern must describe how these patterns are combined into the composite
pattern.

Patterns often use this type of relationship in combination with others. In order to
maintain consistency between different views of objects, the Observer pattern enters in this
type of relationship with the Mediator pattern. So it can coordinate the update of objects.
Turn the Mediator pattern also uses the Singleton pattern, to avoid unnecessary duplication
of their sites.

The other major type of relationship is refine. In terms of object-oriented
programming this relationship corresponds to the succession. The specific pattern is a setting
of the general, incomplete or abstract pattern to a specific problem. The specific pattern
adapted generic pattern to the environment. It offers a similar but closely specialized solution
similar structure and a similar forces, but addresses additional forces.

This type of relationship is common for classic patterns, too. The Factory Method
pattern refines the Hook Method pattern. By Hook Method pattern is allowing subclasses to
override the behavior of superclasses of the appropriate pattern. Thus it is possible to comply
with naming conventions, which facilitates future development of systems built. Factory
Method lets subclasses to specify the class of an object in the superclass. Factory Method
refines Template Method, because Factory Methods are effectively Hook Methods which are
used by subclasses to specify the class of an object the Template Method in the superclass
will create. This type of relationship is shown in Fig. 2.
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Template Method Factory Method

Fig. 2. Refine pattern relationship.

Through this relationship can define new patterns, as summarized existing ones. Thus
created an abstract pattern, has a common structure and presents the general properties and
behavior.

Another use of this relationship is at graphic systems. The Classic Iterator pattern
refine the Curried Object abstract pattern. The Curried Object pattern defines the way in
which the subject of the client application provides a simple interface to the object server
application. For this purpose, the cumulative information in the local state about which
object the server is using from the client application. This information is included to the
message sent to the server. In fact, the Iterator pattern provides an interface for a set of
objects by managing current position. Position of the object in the collection is added to the
message. The similar patterns are presented by Design Patterns Smalltalk Companion [1]
such as Sharing and OO Recursion, and it describes other patterns as refinements of these
abstract patterns. For example, Flyweight refines Sharing, and Chain of Responsibility
refines OO Recursion.

The conflict is the third fundamental way to connect the patterns. A pattern addresses
the same problem as another pattern. It describes the case where several patterns offer
mutually exclusive solutions to similar problems. In most cases, this relationship is not
clearly described, but it is defined in the description of the related patterns, with the uses
relationship, too. For example, two conflicting patterns which both address the problem of
how a Smalltalk programmer should access an object's instance variables [15]. According to
the Direct Variable Access the instances variables should be accessed directly, because this
is easy to read and compiles efficiently. In contrast, the Indirect Variable Access pattern
presents a diametrically opposed solution. The instances variables should only be accessed
indirectly, via accessor methods, because this makes it easy to change the representation of
the variable without affecting code that uses it. This relationship is presented in Fig. 3 .

Indirect Variable Access Direct Variable Access

Fig. 3. Conflict pattern relationship.

In practice this type of relationship is applied in two ways. When the suitable pattern
for the design is selecting, together with initially selected pattern should be investigated and
alternative conflicting patterns. But in the end should be chosen and realized only one
pattern.

In the collection of the classic pattern, the Decorator pattern conflicts with the
Strategy pattern. Both are behavioral patterns (modify the behavior of other objects), but add
graphical borders or icons to window objects in different window system frameworks. The
Prototype and Factory Method patterns also conflict. They offer two different ways of how
subclasses to redefine the classes of objects constituting the superclasses.
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Unless used by the big four ways to connect patterns, a number of other authors offer
and other relationships between patterns. These are considered as Secondary Relationships
and are described by the primary relationships.

The first relationship of Secondary Relationships is used by. It means that a smaller
pattern is used by a larger pattern. It is the inverse of the uses relationship and may be
regarded as an alternative to it, for example, in the classic pattern Mediator uses Singleton.
But the same relationship can be presented as a Singleton is used by Mediator. Or Iterator is
used by Interpreter and Visitor. This point is important because different patterns in the
implementation of the used by relationship save it in different sections, while others do not
even recorded it.

Another classic feedback is refined by or generalises relationship. Therefore, it can
be seen in the same context. A general pattern is refined by a specific pattern. For example,
Template Method is refined by Factory Method.

Another type of the secondary relationship is a variant. A variant pattern refines a
more well-known pattern. Since design pattern provide repeatable decision to common
problems, they are abstract. When they are used, they must adapt to the specifics. Some
specific conditions occur more often than others, so some ways of instantiating patterns are
more common. This determines the creation of new patterns as variations of existing
patterns. Some identify pattern variants, either as separate patterns or as parts of other main
patterns.

There are different ways to create a variant of a pattern, which can be interpreted as
new patterns. But not all are successful, widely used or important for practice. Some are
substantially different from the main pattern, that is they extend the main pattern's structure
or make different tradeoffs between forces, and, then they are worth documenting as variant
patterns in their own right.

There are two distinct ways to use the variant relationship. Most pattern variants
provide alternative solutions to the same problem. They are called solution variants. A few
pattern variants describe ways a single pattern can provide a solution to a number of different
problems. They are problem variants.

The next relationship is similarity. A pattern is similar to another pattern - "X is
similar to Y" [17, 20]. This relationship includes relationships between patterns which are
not captured by the other relationships. The patterns can be similar because they address the
same problem, such as Abstract Factory, Prototype, and Builder. The similarity relationship
is more general than the pattern's conflict. It also presents patterns which have a similar
solution technique, such as Strategy and State, or which are occasionally used together, such
as Flyweight and Strategy. The conditions of the particular implementation of the patterns
are essential for the patterns identification as similar, unlike the primary relationships.

Another relationship is combines. Two patterns combine to solve a single problem
which is not addressed directly by any pattern. An example of such a relationship has to
happen when a pattern is wider than the decision of this problem, while the other pattern is
narrower and solves only the part of the problem. Such is the case with the classic pattern
Proxy and Forwarder-Receiver pattern. As the Forwarder-Receiver pattern modifies the
Proxy pattern and implements communications substrate. In other words, the Proxy uses
Forwarder-Receiver pattern.

This relationship is used when both the pattern can not solve this problem alone and
they need the addition of new functionality. Provided that there is no pattern to solve the
problem in its entirety, patterns should be combined. It must be ensured that these patterns
cover the entire problem. Another option is to create a new pattern that is designed to solve
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specific problems and uses the necessary decision patterns. For example, The Abstract
Mechanistic Behaviour and Abstract Significant Roles patterns combine to implement an
abstract design.

The next relationship is requires. A pattern requires the solution of another pattern if
the second pattern is a precondition for solving the problem addressed by the first pattern.
For example, the Software Framework, Abstract Significant Roles and Abstract Mechanistic
Behaviour patterns all require the Defined Domain pattern - that is, the Defined Domain
pattern must have been applied before the other patterns can be applied successfully [7]. The
difference between this relationship and primary relationship uses is only in consistency of
the patterns implementation. The required pattern must be applied first. If one pattern uses a
second pattern, the second pattern must be applied before the solution described by the first
pattern will be complete.

Another relationship is tiling [15], when a pattern uses itself. Sometimes some
patterns are applied repeatedly until solve a particular problem. Such relationship typical
examples are when Interpreter and Visitor patterns can be instantiated several times to
implement a iterative system. Iterator can iterate over other iterators. Tiling patterns
relationship is implemented by creating additional patterns templates, which are applied
iteratively. In this context, the iterative pattern templates refines and uses the main pattern. A
pattern which can be tiled is simply one which uses itself.

Using this relation shows that complex patterns can be tiled in different ways. For
example the Composite pattern can be tiled in four different ways and the Cascade patterns
are presented as a tree of composites where each layer in the tree contains different types of
objects. Each of these variants both refines and uses the main Composite pattern.

The last reviewed type of relationship is Sequences of Elaboration. A sequence of
patterns from the simple to the complex [10]. It is implemented as a sequence of patterns,
which begins with small, simple, low-level patterns, which are united in complexity,
architectural patterns. This type of relationship includes patterns from a fragment of a pattern
language.

Sequences of elaboration can be represented by the primary relationships between the
patterns in the sequence. For example, the larger patterns refine and use the smaller patterns
in the sequence. Therefore, the more general and more applicable small scale patterns should
be presented first. So sequences of elaboration should be presented beginning with the
simple patterns, and then proceeding on to the more complex patterns.

EA's way of creating, integrating patterns

Patterns, and in particular design patterns are a promising software technology which
can accelerate the process of development and improve the quality of the developed system.
By CASE environments their uses facilitate and expand the scope of their application. EA
combines many signages of the latest UML version with intuitively understandable interface.
The method UML diagrams allow describe both the business model and the model of the
entire software application, its internal organization and principles of the interaction of its
parts [8]. Because of maintenance of different types of UML diagrams, it is possible a
detailed description of the behavior of virtually any software application. Generation of code
by developed UML diagrams is possible only for classes represented by class diagrams. Thus
EA mainly focuses on the design of models of software applications rather than developing
their program code. EA is using class diagrams and objects of the method UML to illustrate
the structure of the pattern. Knowing the types of relationships between patterns allow
designers to present them using UML diagrams.
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The use of EA in the development of the system involves the development of a
number of aspects: business architecture, information architecture, technology architecture,
as well as the actual change management. Only a small part of the EA collection of patterns
is focused on the design application. EA patterns are modeling, and some of them are design
patterns.

EA patterns are another set of patterns that presents common solutions to frequent
business problems. They cover certain patterns reflecting different aspects and levels of
decomposition of software systems. For example, some of the architectural EA patterns used
patterns Dependency Injection and Inversion of Control, to allow free combining different
system components.

According to Martin Fowler [10] the pattern Dependency Injection is a special case of
the pattern Inversion of Control. Dependency Injection, allows designers to remove the hard
coded dependencies, i.e. inserted input or configuration data in the program code and allows
changing them at run-time and compile. The pattern automatically inserts dependent element
(object, value, etc.) on the allocated place by understanding and satisfying the requirements
of the assignment itself. It is very suitable for dynamic testing.

EA patterns [3] are using Object Relational Mapper (ORM), to address the entity
between relational databases and business objects. They differ in the components used in the
construction of the different layers of business information systems.

The important, by the use of patterns in EA viewpoint, for development of business
applications, is that they can be interpreted as a group of interrelated objects and classes
obtained by the generalization of some of the possible business scenarios. For modeling
business processes through UML [9] designers use activity diagrams, objects diagrams and
personal profiles. EA adds UML 2.4.1 with BPMN (Business Process Model and Notation),
which supports advanced features for analysis, requirement and process services. EA
modeling capabilities of business processes allows visualize business processes by UML
profile for BPMN, to generate executable BPEL scripts from BPMN models and to verify the
correctness of BPMN models.

The patterns are an excellent tool for building adaptive systems and reusable
components. When in the new software development a repeating model is detected, this
model, which is created in EA at the prior developments, may be applied, as a pattern. This is
done through appropriate settings, for example, of the variables that allow integration with
current development. The pattern provides a complex decision of abstract problem. That is
why after the developer has stopped an appropriate pattern, it is necessary to modify it so as
to meet the needs of current development. EA allows use of different patterns. Before this,
they need to create, as such patterns [12]. For this purpose designers developed a standard
UML [8] diagram and it is saved as a pattern in XML format. Thus generated XML file
could be imported, as a resource to be used in the new system model development.

Another pattern feature is that it describes the basic concept which offers a suitable
solution for a particular practical problem and a common development approach. That's why
patterns can be adapted and reused in similar situations. They are defined independent of the
application and also include a steps sequence description necessary to incorporate them as an
integrated element of the developing system. EA patterns are basic building blocks of the
conceptual data model. The patterns themselves are organized independently and reflect the
proven skills and practices, by the scientific and practical viewpoint. They can easily be
applied by a wide range of users, such as CASE environment allows improvement of the
existing patterns, regardless of the specific particular design limitations. Moreover, patterns
can be combined from several collections that reflect different classifications or architectural
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layers. Thus the combination may lead to an improvement of the existing or introducing new
patterns.

Fig. 4. represents the ideal case in which the model is developed, by the patterns.
More than one pattern collection can be used for the specific development. Developers with
the help of potential users, choose patterns suitable for solving problems in a particular
organization for which the system was developed. To enable patterns to be jointly used, they
need first to be determined the type of relationship between them. Then by UML diagrams,
the patterns integration is realized. After the pattern integration thus has created a coherent
conceptual model, the application, which meeting the organization requirements, is obtained.
The conceptual model can be used as a basis for a new architectural pattern development.

EA pattern 1 Chosen EA pattern 1

EA pattem 2 Chosen » | EA pattern 2

EA pattern 3

i
i

Integration

EA’s collection

of patterns Conceptual

Model
L Vode
—_—
Application
S
Fig. 4. The EA approach based on the use of patterns.

The same sequence of actions is using in order to integrate the patterns as the
integration of the components of a software system. A simple way to integrate two patterns is
detection of one or more identical classes in them. Identical classes are used as a point of
integration. This way is typical uses relationship between patterns. It is necessary to
determine which one of the two patterns is with a global application in the system. It will use
the identical class of the local patterns. This is possible, because of the description and
documentation of EA patterns, UML is used. Another approach to integration [14] involves
the introduction of new relationship between the two classes of different patterns. Potentially
this can be done with inheritance, when the relationship between patterns is refine. For
example, class "Business Application”" from one pattern can inherit the life cycle attributes of
the class "Element of the life cycle" of the other pattern.

The main purpose of EA environment is supporting the development of business
application, which is facilitated by the ability to use a wide variety of prepared, documented
and proven practical patterns. For example, the classic patterns can be accessed by multiple
toolbars. They are supported by the MDG (Model Driven Generation) technology. It extends
the EA capabilities, by providing additional tools, patterns, UML configurations and other
modeling resources. The elements of the classic patterns are in file EABase.eap, which is
opened in the resources hierarchy window. These patterns can be inserted in the development
project through three toolbars for creating, behavioral and structural patterns or through the
context menu. When menu option More tools|GoF Patterns is selected, the toolbar that
contains all 23 classic patterns, opens. We can generalize that to integrate a pattern in the
system model, first it must be inserted into the model. So it becomes available from the
resource box and optionally from the toolbar. In addition to existing patterns at EA new own
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pattern can be created [13]. So first the pattern should be developed as a standard UML class
diagram.

In order to ensure the better management and reliability, only users with appropriate
permissions can record a UML diagram as a pattern and create it, when working with
Ultimate editions of EA.

The patterns role is found on several levels depending on their purpose. First are the
patterns that are used in the development of a specific code. They are the patterns from the
lowest level, which are directly dependent on the requirements of a particular language or
programming environment. They are specific and difficult can transfer to other software
tools [6]. They are followed by patterns for the design of a particular component. This is the
level at which most often patterns are applied. The patterns are applied at the level of
architecture design. Using a pattern is not strictly defined and formalized. The different
architectural models are not presented with specific patterns that can be directly invested in
the development. For a description of the specific problem it is best to apply the design
language, such as UML. An advantage of the EA is that it supports different levels of
patterns.

Conclusion

Here is presented a possible design patterns classification, which includes three
primary relationships between patterns and a variety of secondary relationships between
patterns. This classification allows analyse existing patterns, organise them and to create new
patterns. Relationships between existing patterns can be described by classification. The
patterns themselves can then be catalogued or classified based on their relationships to other
patterns. If the relationship of a new pattern to other patterns is described by classification, it
should be easier to understand the pattern's relationships.

The patterns are a powerful tool for giving experience and ensure the quality of
software, but tight deadlines for development applications many times lead to inappropriate
pattern use. The classifications problem is that the methods and the results of the patterns
relationships are not fully described. The main patterns advantage lies in the possibility to
cover systematically repeated solution of a problem and to describe its applicability.
Therefore patterns description language is the most appropriate tool for the realization of this
dignity. CASE environment EA is extremely flexible and powerful development tool
because it supports both different types of patterns and method UML.
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Abstract. The paper briefly describes cyber threats identification framework in a
smart home test bed environment. A problem space is initially built, through a g-based
survey of potential cyber threats sources. Further on, an expert based reference with
morphological and system modelling and analysis of this space is performed via a
specialized software environment — [-SCIP-MA-SA. The validation is organized
through an interactive human-machine agent based constructive simulation. Selected
users’ and environment characteristics are monitored for the proposed identified threats
validation. This assures an explanatory cyber threats identification combined with real
test bed experiments through interactive training.

Key words. cyber threats, smart homes, morphological and system analysis, agent
based simulation, constructive simulation, interactive training.

1. Introduction

Today smart homes are becoming an indispensible modern part of our everyday live.
This concept has gone through a significant evolution for almost a century and nowadays is
addressing telemedicine, security and emergency areas, green energy and emerging
technologies. This is also a result of the current fast ICT progress and opens a number of
threats for the technologies development perspectives and their users’ response.

The modern IT world is a place where the interactiveness between technologies and
humans’ is constantly evolving, mixing physical and digital realities. Humans are becoming
more and more significant, with special attention paid to the behaviour dynamics and
ambient factors influence. This could be a useful information source in the analysis of cyber
threats for smart homes.

The paper briefly considers a methodological framework for identifying cyber threats
on the basis of experts’ believes, filtered with morphological and system analysis. The results
are further experimentally validated in a test bed environment for a selected scenario sets.
The process is organized around a multi-agent constructive simulation concept with human-
in-the-loop participation. During this, the activities of the test bed inhabitants (smart homes
users) and environment conditions are monitored for experimental correlation of selected
scenarios sets.

This useful combination is producing a promising base for empirical validation of
experts’ believes through interactive training and constructive simulation. Further on, the
paper gives a more detailed description of the proposed idea.

2. Methodological Framework

Generally, the methodological framework for cyber threats identification (see Figure
1) encompasses the application of the “scenario method” combined with analysis and
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validation. Both implementing experts’ believes and real human-in-the-loop monitored
participation through agent based constructive simulation.

Believes Brainstorming, discussions,
g-based surveys
Alternative future 1

Present : | Morphological
situation E | Analysis Formalized
. believes

Alternative future n _

[

Results Assessment ‘—I Validation

Interactive agent based simulation
with environment & users
monitoring

Validated Believes

Multicriteria & BSC Analysis

Figure 1. General schematic representation of the methodological framework.

The methodological framework, presented on Figure 1 could be practically
implemented for smart homes cyber threats identification in four stages: (i) cyber threats
identification, (ii) context definition, (iii) analysis and (iv) validation [11]. The next section
gives more details of this four stages practical implementation.

3. Practical Implementation

Cyber threats identification was performed collecting users’ focus group data
gathered from two g-based surveys.

The first survey concerned Web technologies trends for a five years’ time horizon and
expected cyber threats in several social facets (Civil Society, Banks and Finances, State
Governance, Critical Infrastructure, Emerging Technologies, Education). A focus group of
150 participants (national and international experts) has been studied [11].

The second survey results were produced from 250 participants’ focus group at the
University of National & World Economy — Sofia, The College of Telecommunications and
Post and VISENSI Ltd. The obtained trends were covering: “Type of used smart devices”;
“Activities for using smart devices”; “Positives of using smart devices with Internet access *;
“Negatives of using smart devices with Internet access “; “Type of information exchanged via
smart devices”; “Smart devices influence to everyday life”.

A generalization of the obtained results from both surveys is presented in Figure 2
and Figure 3.
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Web 4.0

Web 5.0

Figure 2. Q-based survey results about Web technologies trends amongst 150 participants.
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@ Other-5%

Figure 3. Q-based survey generalized results of smart devices amongst 250 participants.

The notations from Figure 2 [11] are using a discrete five-level color scale from
“green” to “red” trough “yellow” that shows an increasing influence towards red and a
decreasing one — towards green. The “blue” color is noting uncertainty. Similarly to another
recent EU study, the selected time horizon was five years [1].
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Briefly, the resulting trends are marking cyber risks and threats’ importance increase
in all Web 1.0/Web 5.0 technological areas. A visible exception of the part concerning Web
4.0/Web 5.0 (for Banks and Finances and Emerging Technologies facets) is quite
understandable as these new technologies are expected to be available in at least ten-year
time horizon.

The generalized results from Figure 3 demonstrate that most of studied the users are
relying on Smartphones (70%) and Laptops (80%) for Communication (90%) and
Entertainment (30%). A few of them are using smart devices for House hold support (30%),
including: automated washing machines, drying machines, cleaning and cooking robots,
dishwashers. Only 10 % from the users are having Smart TVs and Gamming consoles.

According to the studied users’ focus group, the positives of smart devices usage are
related to: Communication facilitation (70%) and Time saving (40%). The creation of New
contacts is 30% of the users’ priorities. The negatives are given to Overweight (80%) and
Stress (20%). Mobile smart devices are most often used for text messages exchange (70%)
and multimedia (20%). Currently the influence of smart devices influence to our everyday
lives is classified as Moderate (80%) up to High (60%). The percentages sum is over a
hundred, as the participants were allowed to give more than one answer.

Context definition is the second stage following cyber threats identification.
Graphically, it is summarized in Figure 4:

Threats Ranking Contextualization

Scenario 1

®
s Scenario 2

Level 3

Level 5

Level 7

D “.__. Scenario 3
Scenario k

Figure 4. Graphical interpretation of the context definition process.

The identified cyber threats are arranged in accordance with their importance using
experts’ opinion. The results are implemented as driving factors [13] for the morphological
and system analysis during scenarios preparation (see next stage). A good comprehensive
example is the recent SysSec consortium study [7]. The authors mark three basic directions:
“mobile devices”, “social networks”, “critical infrastructure”.

A classification regarding smart homes environment, presented in Table 1 was

proposed by the authors [2].
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PossIBLE
SMART HOME
SERVICES POSSIBLE THREATS CRITICAL ATTACK POINTS CONSEQUENCES
FROM THE ATTACK
Sensors, video
Do not take . S
.. surveillance, communication ..
Health care medicine, pacemaker . . Critical
e system, integrating system,
malfunctioning, etc. =
external communications
Sensors, video
Care for . s
. . . surveillance, communication ..
children or people Requires attention . - Critical
T system, integrating system,
with disabilities ) >
external communications
Sensors, video
Security and . surveillance, communication .
Intrusion . . Critical
safety system, integrating system,
external communications
Sensors, video
Care for surveillance, communication
children or people Requires attention o Critical
with disabilities system, integrating system,
external communications
Sensors, video
Home Fire, flooding, gas surveillance, communication Critical

environment

leakage

system, integrating system,
external communications

Does not turn off,

Sensors, video

Smart home . S Non-critical, but
appliance turns on/c_Jff at wrong survelllan_ce, communication dangerous
time system, integrating system
Video surveillance,
. Violation of privacy, communication system, Non-critical but
Privacy : . .
data gathering integrating system, external dangerous
communications
Malfunctioning of
Entertainment the pleasure, comfort Sensors, communication .
Non-critical

and pleasure

and entertainment
systems

system, integrating system

Table 1. Services, dangers, attack points and consequences in smart homes.

The results from Tablel are practically used during the analysis and validation
methodological stage.

The Analysis is performed in four sub stages. As far as the scenario method has been
selected for methodological base, morphological and system analyses are initially performed.
Generally, these processes are relying on experts’ data with a lot of combinations and
uncertainties, so some software support with I-SCIP-MA-SA [8] is also implemented.

The key idea for machine interpretation of the problem space is the E-R paradigm [3]
graphically represented with named round rectangles (Entities) and weighted headed arrows

(Relations).
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Morphological analysis

A resulting problem space for smart homes cyber threats scenarios exploration
through morphological analysis with 16 alternatives spread in 5 dimensions [9] is shown on
Figure 5. The dimensions are presented in different colors.

30
Entertainment > Cable Networks
Mobile Smart Devices -3 40 o
Physical
>3
-+ 60

230

£ EL P <> 80
7 Communication
=40

Structural

Home Entertainment Systems

25

Everyday Work
351 Y
Home Automation Systems
=70
Household Support 220

Figure 5. A screen shot of I-SCIP-MA for morphological scenario problem space with 16
alternatives and 5 dimensions, studying smart homes cyber threats.

The resulting cross-consistency matrix contains N = 1620 (N=5x3 x4 x 3 x 3 x 3)
scenario combinations (see Figure 6). It is important to note here, that the implemented scale
for weighting the arrows gives the percentage measure, covering three levels: weak [0-30%],
moderate [30-50%], high [50-10%] from the interval [0, 1].

The Dimensions part is encompassing the following: “Devices”, “Activities”,
“Communication Medium”, “Environment Characteristics”, “Human Factor Characteristics”.
Each dimension contains different number of alternatives that in practice are subspaces, e.g.
“Devices” encompasses: “Mobile Smart Devices”, “Home Entertainment Systems” and
“Home Automation Systems”.

A ranking, using Relative Common Weight (RCW) has been performed. RCW sums
the unidirectional relations’ weights (noted with yellow labels above the relations)
connecting an alternative from each of the five dimensions that were used. The final results
are scenarios with negative or positive RCW in accordance with obvious or hidden cyber
threats identification.

The most interesting scenario combinations in our morphological analysis were:
Scenario 3 (RCW = 265, encompassing: “Home Entertainment Systems” — “Entertainment”
— “Cable Networks” — “Structural” environment characteristics — “Spacial” human factor
characteristics); Scenario 9 (RCW = 210, encompassing: “Mobile Smart Devices” —
“Communication” — “Wireless Networks” — “Physical” environment characteristics —
“Bioelectric” human factor characteristics) and Scenario 19 (RCW = 110, encompassing:
“Mobile Smart Devices” — “Everyday Work” — “Wireless Networks” — “Functional”
environment characteristics — “Bioelectric” human factor characteristics).
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Figure 6. A screen shot from I-SCIP-MA of morphological cross-consistency matrix
with N = 1620 scenario combinations for smart homes cyber threats exploration.

These results do not give any concrete cyber threats identification scenarios but just
outline, in accordance with the experts believes, the importance of the activities
“Entertainment”, “Communication” and “Everyday Work™” together with the human factor
“Spacial” and “Bioelectric” characteristics in smart home environment.

System Analysis

Generally, the system analysis for a smart home is a complex dynamic system
approximation. The system model for smart homes could be both static [2] and dynamic.
Whilst, the static one gives general classification of the objects of interest, the dynamic is
quite useful in the Validation process. It is important to note that the E-R paradigm is used
implementing weights (with similar to the morphological analysis scale) and time of the
bidirectional relations (both noted, consecutively with labels in yellow and blue).

Additionally, a three dimensional Sensitivity Diagram (SD) presenting influence (x),
dependence, (y) and sensitivity (z). Four sectors encompassing the entities classification are
utilized: green (buffering), red (active), blue (passive) and yellow (critical). All entities from
the model are visualized in SD with indexed balls.

Practical illustration of a static smart home general system model and a resulting SD
classification are given in Figure 7.
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Figure 7. A smart home system model (left) and resulting SD diagram (right) after [2].

The resulting SD from Figure 7 gives a profitable classification for further analysis,
outlining the “Human Factor” (indexed ball/sphere “2” with coordinates {x=70, y=65, z=5})
as a critical entity together with the potential hidden cyber threats passive entities:
‘Devices’(indexed ball “5” with coordinates {x=20, y=55, z = -35}), “Activities” (indexed
ball “3” with coordinates {x=30, y=65, z= -35}) and real active one: “Communication
Medium” (indexed ball “1” with coordinates {x=80, y=20, z=60}).

Further Validation was performed trying to obtain more comprehensive evidence for
this experts’ believes and analyses results.

Validation

This final stage of the presented methodological framework is related to interactive
training and includes agent-based modeling and simulation. The presented multi-agent
model, implemented in 1-SCIP-SA dynamic environment (see Figure 8) is encompassing
seven key role agents: “Real Human Agent”, “Entertaining Agent”, “Comms Agent”,
“Storing Agent”, “Monitoring Agent”, “Digital Assistant”, “Attack Agent”. Generally these
roles cover a number of devices, protocols and parameters. What is important to note here is
the capability for connecting real devices with simulated ones, i.e. mixing the virtual and real
world. Additionally, Figure 8 illustrates the initial believs evolution, starting from green and
progressing towards different SD sectors in accordance with model relations weights’
dynamics.

As the human factor in this dynamic model (noted with indexed “2” sphere) is
classified as a passive one (blue sector of SD on Figure 8) a more detailed analisys could be
performed trough a test bed interactive environment.
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For this purpose, a smart home test bed environment (see Figure 9) has been
organized in the framework of DFNI T01/4 project at the Institute of Information and
Communication Technologies (11CT), Bulgarian Academy of Sciences — BAS.

The test bed environment is positioned in a room equipped with a number of smart
devices, including: 3D TV/monitors, X-box game console, entertainment and cleaning
robots, programmed tablet remote control and IP video omnidirectional monitoring system.
An ad-hoc created digital assistant - “Alex”, provides voice control for lighting, multimedia
and heating with holo-like projection avatar. In addition, an environment embedded Xbee
sensor barometer system and wearable human factor bio headband are being developed [4].
The sensor barometer system is also capable to monitor CO/CO2 concentration
measurement, radiation, electromagnetic fields and dust particles [5].
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Figure 8. Basic multi-agent system model representation with 5 steps dynamics.

The human factor activities are monitored via EEG Nation 7128W - C20, bio
headband for ECG and body temperature monitoring [4]. All data from sensors and video
behavior monitoring is stored in a data base.
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Figure 9. Moments of smart home test bed validation usage at IICT-BAS.

The above described test bed has been organized for practical agent-based interactive
training.

Some interesting results have been recently published [12] concerning the human
factor hidden threats related to EEG dynamics in 2D and 3D visual environment and the
gamming process in social networks. The results directly accentuate the necessity of
comprehensive study of cyber threats problem in smart homes and the emerging “digital
drugs” [6]. We are planning further improvement of the validation process with other users’
behavioural modalities. The results will be evaluated via multicriteria analysis and balanced
score card [10].

Discussion

The progress in smart homes technologies is opening a number of cyber threats to
their users today. Whilst some of them are quite obvious, other related to entertainment,
privacy and appliances are hiding a lot of unexplored domains. Examples for such new cyber
threat areas are the digital drugs (addiction to technologies) and social engineering that are
important for the future generations of inhabitants (users) of smart homes.

A suitable framework approach for studying these problems is the combination of
experts’ believes data, analysis, modelling, inhabitants and environment monitoring, as well
as, practical validation through real constructive experimental training.
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Abstract. Open access academic archives are the proper instrument to make visible
the majority of the coursework done during the years and to propagate the results of
already paid research activities, thus raising their value. By offering proper services,
archives become the media which facilitates the forming of interim research and
learning societies among students and teachers. This is the way to achieve an improved
management of intellectual assets of the whole university community. In this paper the
authors try to summarize the advantages of open access university archives and to
discuss some issues arising from rules for deploying and accessing course materials and
research papers.

ACM Classification Keywords. H3.5 On-line information services— Data sharing;
H3.7 Digital libraries-Collection.

1. Introduction

Universities follow different policies when exposing their intellectual assets. Some of
these institutions deliver open courseware, whilst others prefer to represent only their
organization and facilitate the communication at their sites. Meanwhile, digital repositories
have become significant though controversial means of communication among researchers
and lecturers. Institutional digital archives are a natural environment for the deployment and
public (even internal) assessment of various materials related to the teaching and research
activities of the community members. Members of educational institutions can use the
repository in many different ways. Here again, the local policy may facilitate and/or restrict
these activities. Universities tend to deploy and exhibit different kinds of their intellectual
assets such as learning content and research papers. It is a matter not only of user’s
convenience, but of representativeness and prestige as well. The rapid advance of
information technologies made possible not only to manage large institutional archives and
to equip them with various services, but to organize similar facilities at lower, departmental
level.

During the last decade different types of repositories ranging from digital libraries
through various institutional collections and e-journals up to collaborative learning
environments have been built. Not surprisingly the main share of active repositories belongs
to countries with advanced higher education and science. Members of educational
institutions and research centers deliver and use the repository content intensively. The main
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reason for their continuous activity delineates different purposes ranging from free access to
deposited resources through using a variety of services.

Digital repositories for academic purposes mark a continuous development. In this
perspective, universities and scientific institutions demonstrate a remarkable activity. Since
the beginning of year 2007 the growth of such repositories listed in the OpenDOAR
Database [8] shows a constant increase of 100 repositories per year up to its present number
of over 2500. Currently OpenDOAR report over 2500 storage facilities. For the preceding
calendar year, even there was an increase of about 300. There is a sustained interest from
universities to the use of open digital archives. In Bulgaria there are registered six digital
archives of open access: two at the Institute of Mathematics and Informatics; on at Medical
University of Sofia, Bourgas Free University, Sofia University and New Bulgarian
University respectively.

New Bulgarian University was among the first academic institutions in the country
that developed and maintains an open digital archive. The archive represents a cardinal
digital environment for long-term preservation of the electronic scientific output of NBU
academic staff and post-graduate students. Currently New Bulgarian University Scholar
Electronic Repository contains 1275 items consisting of the research output of the institution.
Users may set up Atom and RSS feeds to be alerted to new content. The interface is in
English. The subjects are multidisciplinary; the content comprises articles, conferences,
books and learning objects [6].

Apart from this, but using the same technology, a departmental repository was
developed to assist all non-auditoria activities. The main goal is to manage and disseminate
digital materials created by the department and its community members [9]. The repository
will be used for electronic publishing and housing of different digitized collections
concerning the knowledge resources of the department. The final goal is to offer open but
local access to scholarly research. So, the departmental repository is designed to deploy
content not covered by the university infrastructure: investigations, learning resources,
theses, students’ projects and papers.

Some issues arising from rules for deploying and accessing course materials and
research papers deserve close attention. Doubtless it is better to make visible the majority of
the coursework done during the years, but copyrights should be respected and regulated
properly. Open access archives are the suitable instrument to propagate the results of already
paid research activities, thus raising their value. However the research teams should be
informed about this possibility and encouraged to use it. Also, having appropriate services,
archives would be the media which facilitates the formation of interim research societies
involving students in them. This is the way to attain an improved management of intellectual
assets of the whole university community. Digital archives have great potential for any kind
of value added services as well.

In the context of the above, the main goal of this paper is to discuss the use of open
digital archives. Taking into account our experience we present their benefits for community
members, for the university and for the process of research generally. In Section 2 we present
the key features of academic digital repositories that raise the representativeness of academia
and intensify the scientific research. Section 3 deals with discussion of the local policy for
management and internal use of repositories at subdivision level. We summarize our findings
in Section 4.
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2. Key features of academic digital repositories for the
representativeness of academia scholar work

The successful management of digital resources is very important for any
organization to realize a business advantage [1]. Not surprisingly they are considered as
assets along with financial, material and human resources [2]. For higher education
institutions digital resources can be used strategically to expose their intellectual assets such
as learning content and research papers. Usually digital resources are organized as
university-based institutional repositories, including long-term preservation and distribution
thus permitting to derive their maximum business value. The collection of digital content
into a repository enables higher education institutions to support research, teaching, learning,
and administrative processes [3], [4].

According to the SPARC alliance [5] institutionally defined repositories are scholarly,
cumulative, open and interoperable. The digital content is stored and managed to facilitate
searching and retrieval of the collected items as well as their later reuse. The decision what to
put into a repository depends on key institutional intentions and objectives. Some
repositories store only particular items e.g. articles, books, works of art, etc. so long as others
gather a significant amount of scholar work. The management of e- resources can be
performed alternatively via virtual learning environments, wikis and other informal content
sharing applications. However in our work we concentrate on digital archives capturing the
intellectual product created by the stakeholders of the overall educational process: faculty,
research staff and post-graduate students.

The repository of New Bulgarian University is governed by a supervising board
called Evaluation Commission. The Head of Library and Information Services Department is
acting as a repository editor thus enforcing compliance with certain rules when an item is
going to be deposited. Academic staff and university PhD students are allowed to deposit
their documents that might be not published or published via electronic or traditional means.
In the case of published elsewhere documents the author who deposits have to hold the copy
rights. If the copyrights belong to a publisher or other organization, a permission to deposit
has to be granted. Academic staff can submit unpublished documents as well. In this case
authors are expected to abide by ethical standards and to ensure quality content. The
document types are listed in the user interface of the software used to implement the
repository. E-Print [6] allows depositing articles, books, conference items, theses, artifacts,
images, compositions, audios, videos etc.

The benefits of publishing in an institutional archive of open access can be summarized
from different points of view:

1. For the university as an educational and research institution:

e access to the intellectual output is provided

The Scholar Electronic Repository represents the intellectual product created by
the community members thus increasing the institution’s visibility and its public
value. The archive, by capturing and preserving collective intellectual capital,
increases the overall institution’s academic quality. There exists organizational
support towards innovative means to research dissemination. In this way the sharing
of ideas and know-how’s as well as the rapid communication of research becomes
feasible. Collaborative research is promoted. In addition an easy access to faculty
papers is achieved. The demonstration of value can attract tangible benefits
including project funding from both public and private sources. Documents are
searchable via the Internet as they are indexed by search engines and made
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accessible to a wider audience. In this way the production of the individual authors
and the institution as a whole is promoted.
e enhanced scholar communication becomes possible
In the traditional system of scholarly communication much of the research
findings are dispersed through different journals. However nowadays scholars use
Internet intensively to disseminate their achievements. There is growth in the open
access availability of research publications, both gold (author pays for publication)
and green (self-archiving by the researcher). Approximately 30% of all articles are
thought to be available as open access, two-thirds in green and one-third gold [7].
The university repository preserves and make accessible the staff intellectual output
in a straightforward manner. In this way the foundation of a new lightened publishing
model is set. Even articles published in academic journals can be placed in the
repository to attain a larger audience. Global access to research literature is achieved.
This is the way to complement and supplement journal publishing.
e sharing of learning and teaching materials locked in Virtual Learning
Environments
Publication of educational resources in addition to the management of the
curriculum is particularly important for dynamic areas of human knowledge.
Provision of copyright curriculum in such areas is also a kind of advertising on
campus. Making a learning content visible (open courses) increases the potential
reuse of the materials.
2. For the academic staff
e improved research knowledge management
Sharing of research outputs, unpublished ideas and know-how facilitates their
public visibility. In fact researchers manage and store digital content connected with
their investigations including research data. Thus collaborative work on institutional
projects is promoted. Community members have a place where their scholarly
works are permanently exposed. The available scientific results give rise to the
preparation of new joint projects. Knowledge sharing and reuse is facilitated.
e  broad dissemination of published research findings
Because of the short period after uploading the document, authors are stimulated
to publish thus achieving a fast dissemination of their results and a greater impact.
In rapidly developing areas of scientific knowledge e.g. computer science or
communications researchers can offer preprints via the open access archive in order
to claim priority and to get a fast feedback.
e increased citation of some papers
Open access favors the dissemination of published research in the archives and
contribute to the growth of citing of the scientific production. Citation analysis
demonstrates that research papers that are freely available are easier to cite.
e indexing
Open access archives are indexed by search engines, which promote both the
production of the individual authors and the institution as a whole. This allows for the
creation of personalized publication lists and increases the citation. Via the usage of
different metrics the researchers obtain hit rates on specific papers. The impact factor
is also derivable.
Last but not least we have to stress some shortcomings. The quality of documents
submitted to the open access archives are estimated by the supervisors following formal
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criteria. The author’s contributions might appear obsolete and/or disputable. Its author
personal responsibility for the quality of content e.g. plagiarized texts, faults or junk.

3. Local management policy and internal use of academic digital
repositories

In the dynamic domain of computer science it appears especially helpful to preserve
some deliverables of the educational process itself like case studies, student’s research
projects, diploma theses, lecture notes and videos etc. It might be useful to deploy some
intermediate results from various research activities, to announce ideas and proposals,
seeking support, recognition and collaboration. In this way reports of research under
development could be submitted to discussions and criticism among the members of a
professional community. However similar writings are to be accessed thematically on a local
basis. This is not to belittle such writings. Rather, they are generated as part of separate
publishing activities. They might exhibit shortcomings, if any, not addressed by the present
policies of an open access archive.

The goal of university research is the creation, dissemination, and preservation of
knowledge. This is the way to disseminate good practices and tips among the learners.
Sharing of the unpublished ideas and know-how’s as well as a rapid communication among
the researchers becomes feasible. Collaborative research is promoted. In addition an easy
access to faculty papers by students is achieved.

Nevertheless that the Scholar Electronic Repository is announced as an open e- space
some thematic subdivisions are to be with restricted (local) visibility. We propose local
access to university projects in progress, the so called “gray literature”, e.g. diploma theses,
learning resources, students’ projects, working papers, technical reports, presentations, etc.
By depositing quality examples of students’ paper work a significant support of students’
endeavors is achieved and a location to deliver e-portfolios is submitted. Important students’
works become easily available and good practices can be disseminated. Since no library can
deliver all the resources students need, collecting quality examples of students’ works creates
a new layer of information that is readily locally accessible.

Publication of educational resources in addition to the management of learning
content is particularly important for dynamic areas of human. In view of this, we have
undertaken the creation of a departmental archive with main purpose to store additional
teaching materials and well executed student works, assignments and theses. The
departmental repository offers an efficient access to many useful deliverables of the
educational process itself. It is well known that students in addition to learning and
understanding existing knowledge need to produce new knowledge in order to be part of the
knowledge society. So, the departmental repository by capturing and preserving collective
intellectual capital becomes a vital component of e-learning and increases the overall
institution’s academic quality. The restricted access to files within the university limits the
direct borrowing of texts. We believe that this is the way to warrant the correct usage of
already published texts and the copyrights.

Considering the benefits to gain a restricted access to some deliverables of the
educational and research activities it is up to the departments to take the necessary steps
towards building of similar units of the university archive. We enjoy full maintenance from
the university IT department and firm support from the superior administration.
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4. Conclusion

Open digital archives are of great importance for the public visibility and recognition
of universities. By allowing an improved management of intellectual outputs and freeing up
the process of dissemination, their main purpose is to rise up the representativeness of the
institution.

In this paper we discussed the academic use of open digital archives. We shared the
reason for limited local access to some documents. An underlying level of locally visible
target oriented units of the university archive is appropriate in order to support the local
scientific exchange, interdisciplinary research and students’ paper work, etc. Additional
services to encourage community sharing and exchange of both practice and content could be
developed.

The Scholar Electronic Repository is an open e- space which provides long-term
preservation of electronic documents and assists in the dissemination of research findings
both at public and local level.
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Abstract:

Decision-making support strategy is an important factor that determines a top-down approach
to development of Decision-Making Support Systems (DMSS). This strategy depends on the objective
that has to be achieved in supporting of decision maker. Since it is known four major objectives, we
define the following strategies: problem formulation-driven, decision model-driven, decision-driven
and decision implementation driven. Respectively, the paper presents a categorization of decision
making support and an application of an innovative approach to decision making. It combines two
strategies — model-driven and decision-driven.

The decision-driven DMSS concerns decision aiding that is considered in the context of
Personal Decision Analysis (PDA). The paper presents a decision technology that is suitable for
realization of PDA decision tool quantifying personnel judgment. This technology realizes
measurement of human’s, objectivly oriented preferences as utility function. The analytical description
of the expert's preferences as value or utility function will allow mathematically the inclusion of the
decision maker in the value based model description of the complex system "Technologist-process". In
this way we introduce a Model-driven decision making strategy.

We demonstrate this system engineering value driven approach within determination of the
equilibrium points in the competitive trading modeled by the Edgworth box. The contract curves and
the trading equilibrium in the Edgworth box are specified on the individual consumers’ preferences.
The presented mathematical formulations serve as basis of tools development. These value evaluation
leads to the development of preferences-based decision support in machine learning environments and
iterative control design in complex problems.

Keywords: Decision Support System, Decision Making, Preferences, Utility, General
Equilibrium, Edgeworth box.

Introduction

A great number of decision support systems (DSS) are produced with the objective to
provide mechanisms to help decision makers get through a sequence of stages during
decision making process in order to reduce uncertainly and processing of ambiguous
decisions. In conformity with our viewpoint, the basis for defining DSS is determined by the
perceptions of what a DSS does (supports decision-making in unstructured problems) and the
objective(s) of this support — task(s), in which a decision maker has to be assisted during
decision making process. That is why, in definition of these supporting systems we use the
term decision making support system (DMSS) instead DSS.

In a top-down approach to development of DMSS, the determination of decision-
making support strategy is very important. This strategy depends on the objective that has to
be achieved in supporting of decision maker. In correspondence with the generic decision
making process we can determine four major objectives of decision maker that he has to
reach with the help of appropriate DMSS — construction of problem scheme, construction of
decision model scheme, construction of decision scheme and decision implementation. Since
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these objectives drive development of DMSSs, the corresponding DMSS come respectively
under the following categories: problem formulation—driven, decision model—driven,
decision-driven and decision implementation-driven (Fig. 1).

We divide implementation-driven DMSS in two classes, since it is possible to develop
separately DMSSs for supporting task planning and task monitoring. Model-driven DMSS
coincides with determined model-driven DSS. It is, by definition, functionally based on one
or more quantitative models and is designed such that a user can manipulate model
parameters in order to analyze decision alternatives. A DMSS may be classified as model-
driven, if the model can be accessible to a non-technical user via an easy-to-use user
interface, the model should provide a simplified, easily understandable representation of the
decision situation, and the intention should be that the DSS itself is to be used repeatedly in
the same or similar decision situation. Its main component is a model base that is a repository
for the formal models of the decision problem and the methodology for developing results
(simulations and solutions) using these formal models

Decision-
making support

[ I ] 1

Problem Decision Decision - _ Decision
formulation- driven model -driven driven |mple(rjn§3n(etﬁt|on )
rivi

Y

— =

I 1
| Data | Knowled |~ | Task Task
ge driven Group Decision — planning mon?toring
— driven driven

Figure 1. Categorization of decision making support

Decision-driven DMSS are divided into two classes — decision aiding DSS and group
DSS. The development of decision aiding DSS is considered only in the context of personal
decision analysis (PDA), quantifies judgment and processes it logically. The means used for
quantify judgment are known as decision tools that realize certain decision technology. There
is little “useful” research, in the sense of leading toward decision technology that advances
the interests of the decider, through decisions that are either more sound or more effectively
communicated. A decision technology has to (1) use all the knowledge a decider normally
uses; (2) call for inputs that people can readily and accurately provide; (3) produce output
that the decider can use (Baron, 2008). It is necessary to notice that, though recent research
has made important scientific advances, little has influenced decision aiding practice, and
little current research attacks the problems that are still holding back successful decision
aiding.

The development of successful decision aiding tools requires more research in the
following aspects of decision technology: decision strategy, principles of decision tools
design and development of specific tools. The main objective of decision strategy has to be
the best integration of informal analysis into informal reasoning without disrupting it. The
principles of decision tool design are the following: how judgment-intensive should decision
models be, in given circumstances; how well can people make hypothetical value judgments
or hypothetical factual judgments. The development of specific tools concerns the next
problems:
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e Some mathematical algorithms call for inputs that fit people’s cognition better than
others. Inference by Bayesian updating, requires assessors to make hypothetical
likelihood judgments. Are people better at making the resulting posterior assessments
directly?

e What should be the form of utility elicitation — holistic, decomposed into additive
pieces or further decomposed into factual and value judgments as in Multiattribute
Utility Analysis.

Following Schmeidler people often wonder why economists analyze models whose
assumptions are known to be critically discussed, while economists feel that they learn a
great deal from such analyses (Shmeidler, 1989). We suggest that part of the knowledge
generated by academic economists is case-based rather than rule-based. That is, instead of
offering general rules or theories that should be contrasted with data, economists often
analyze models that are “theoretical cases”, which help understand economic problems by
drawing analogies between the model and the problem. According to this view, economic
models, empirical data, experimental results and other sources of knowledge are all on equal
footing, that is, they all provide cases to which a given problem can be compared. In the
paper is demonstrated DMSS engineering value driven approach within determination of the
equilibrium points in the competitive trading modeled by the Edgworth box (Collopy &
Hollingsworth, 2009; Ekeland, 1983).

The objective of the paper is to present an application of an innovative approach to
construction of decision making support system. It combines two strategies — model-driven
and decision-driven (Collopy & Hollingsworth, 2009). It is described a decision technology
that could be used for realizing of suitable for PDA decision tool quantifies personnel
judgment. It realizes evaluation (measurement) of human’s, objectively oriented preferences
as utility function.

Value and Utility Scales and Evaluations

One of the major problems faced by information and data-mining technologies is how
to deal with uncertainty. The prime characteristic of Bayesian approach and methods is their
explicit use of probability for quantifying uncertainty. Bayesian methods provide a practical
method to make inferences from data using probability models for values we observe and
about which we want to draw some hypotheses. The scientific point of view needs careful
analysis of the terms measurement, formalization and admissible mathematical operations
(Pfanzagl, 1971). This approach is closely related with utilization of theory of measurement
and the utility theory. In the previous decades the Bayesian approach and the application of
utility theory provoked serous critical debates about the so called normative or axiomatic
approach in decision making. Let us remember the famous Allais paradox (Allais, 1953).
Our position in regard to these fields of scientific areas is that we can use the stochastic
programming and the Bayesian approach and utility theory from a prescriptive position by
the use of the stochastic programming. This position is based on scientific and practical
investigations made in Bulgarian Academy of Sciences in the previous three decades.

In complex processes and situations, there is a lack of measurements or even clearly
identifiable scales for the basic heuristic information. Internal human expectations and
heuristic are generally expressed by qualitative preferences. The common sources of
information in such a basic level are the human preferences. According to social-cognitive
theories, people's strategies are guided both by internal expectations about their own
capabilities of getting results, and by external feedback (Bandura, 1986). Probability theory,
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stochastic programming and expected utility theory address decision making under these
conditions (Raiffa, 1968; Keeney & Raiffa, 1993).The mathematical description on such a
fundamental level requires basic mathematical terms like sets, relations and operations over
them, and their gradual elaboration to more complex and specific terms like value and utility
functions, operators on mathematically structured sets as well, and equivalency of these
descriptions. In this aspect of mathematical descriptions we enter the theory of measurements

and scaling and utility theory.

Value Function

From practical point of view the empirical system of human preferences relations is a
algebraic system with relations SR (X,(=),(t)), where (=) can be considered as the relation
“indifferent or equivalent”, and () is the relation “prefer”. We look for equivalency of the
empirical system with the numbered system of relations SR (R-real numbers, (=), (>)). The
“indifference” relation (=) is based on () and is defined by ((xay) = —((xy)v(x3y))). Let X
be the set of alternatives (XcR™). A Value function is a function (u*: X—R) for which it is
fulfilled (Keeney & Raiffa, 1993): ((X, y) X2 ty)=(U*(X)>u*(y)).

It is proved that for a finite set of alternatives and partial ordering there always exists
such a function with precision up to monotonous transformation (Fishburn, 1970). In this
manner we can move from the language of binary relations and preferences to the language
of control criteria as objective value function. The assumption of existence of a value
function u(.) leads to the “negatively transitive” and “asymmetric” relation ( ), “weak order”.
A “strong order” is a “weak order” for which is fulfilled (—(x=y)=((xty) v (x{y)). The
existence of a “weak order” () over X leads to the existence of a “strong order” over X/=.
Consequently the assumption of existence of a value function u(.) leads to the existence of:
asymmetry ((x{y)= (—(xty)), transitivity ((xty) A (ytz ) = (xtz), axiom 5) and transitivity
of the “indifference” relation ().

Utility Function and Measurement Scale

According to the Utility theory let X be the set of alternatives and P is a set of
probability distributions over X and XcP. A utility function u(.) will be any function for
which the following is fulfilled:

(pta, (p.9)eP?) < (fu()dp >J u()da).

To every decision choice and act corresponds a discret probability distribution with
finite domain of appearance of final alternatives (results). The notation () expresses the
preferences of DM over P including those over X (XcP). The interpretation is that the
integral of the utility function u(.) is a measure concerning the comparison of the probability
distributions p and q defined over X (figure 2).

There are different systems of mathematical axioms that give satisfactory conditions
of a utility function existence. The most famous of them is the system of Von Neumann and
Morgenstern’s axioms (Fishburn, 1970):

(A.1) The preferences relations () and (=) are transitive, i.e. the binary preference
relation () is weak order;

(A.2) Archimedean Axiom: for all p,q,reP such that (prqtr), there is an a,8<(0,1)
such that (e p + (1-a))r) rq) and (qt(Bp + (1-A)N));
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(A.3) Independence Axiom: for all p,q,reP and any a<(0, 1), then (ptq) if and only
if (p+ (1-a)N) t (x g+ (1-a)r)).

Axioms (Al) and (A3) cannot give solution. Axioms (Al), (A2) and (A3) give
solution in the interval scale (precision up to an affine transformation):

((prq) < (v(x)dptiv(x)dg) < (v(x)= au(x)+h, a, beR, a>0, x e X)).

The assumption of existence of a utility (value) function u(.) leads to the “negatively
transitive” and “asymmetric” relation () and to transitivity of the relation (=). So far we are
in the preference scale, the ordering scale. The assumption of equivalence with precision up
to affine transformation has not been included. In other words we have only a value function.
For value, however, the mathematical expectation is unfeasible, but we underline that the
mathematical expectation is included in the definition of the utility function. For this reason
it is accepted that (X<P) and that P is a convex set:

((9, p)eP>=(ag+(1-a)p) P, for Vael0,1]).
Then utility u(.) is determined in the interval scale (Fishburn, 1970):

Proposition 1. If (xeX A p(X)=1)= peP) and (((g, p)eP? = ((ap+(1-a)q)eP,
ae[0,17])) are realized, then the utility function u(.) is defined with precision up to an affine
transformation: (u1(.)=u2(.))< (ui(.)=auz(.)+b, a>0).

Following from this proposition, the measurement of the preferences is in the interval
scale. That is to say, this is a utility function. Now it is obvious why in practice the gambling
approach is used to construct the utility function in the sense of von Neumann. The reason is
that to be in the interval scale the set of the discrete probability distributions P have to be
convex. The same holds true in respect of the set X. The utility function is evaluated by the
“gambling approach”. This approach consists within the comparisons between lotteries. A
"lottery" is called every discrete probability distribution over X. We denote as <x, y,o> the
simplest lottery: o is the probability of the appearance of the alternative x and (1-a) - the
probability of the alternative y. In the practice, the utility measurement is based on the
comparisons between lotteries as is shown in figure 3 (Raiffa, 1968; Keeney & Raiffa, 1993).

The weak points of the gambling approach are the violations of the transitivity of the
preferences and the so called “certainty effect” and “probability distortion” identified by the
Nobel prizeman Kahneman and Tversky. The violations of the transitivity of the relation
equivalence (=) also lead to declinations in the utility assessment. All these difficulties
explain the DM behavior observed in the Allais Paradox (Allais, 1953). Following the
research of Kahneman and Tversky and the debates about the well known Allais paradox,
extensions and further developments of von Neumann’s theory were sought (Kahneman &
Tversky, 1979). Among these theories the rank dependent utility (RDU) and its derivative
cumulative Prospect theory are currently the most popular. In the RDU the decision weight
of an outcome is not just the probability associated with this outcome. It is a function of both
the probability and the rank the alternative. Based on empirical researches several authors
have argued that the probability weighting function has an inverse S-shaped form, which
starts on concave and then becomes convex.
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Figure 2.Acts, uncertainty and utility Figure 3. Gambling approach

Our approach to utility function evaluation includes the stochastic programming
methods as prescriptive position in the decision making. We define two sets:
Auv={(ax,y,2)[(cr*(x)+(1-c)u*(y))>u*(2)},

Bu={(a.xy,2)/(au*(x)+(1-c)u*(y))>u*(2)},
where u*(.) is DM’s empirical utility. The analytical approximation of the utility function is
constructed by recognition of the set Au (Pavlov & Andreev, 2013). The proposed
assessment is machine learning based on DM’s preferences. The machine learning is a
probabilistic pattern recognition (AuxnBuw+=Z) and the utility evaluation is a stochastic
programming pattern recognition with noise (uncertainty) elimination. A experimental utility
evaluation is shown in figure 4.
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Figure 4. Stochastic utility evaluation Figure 5. Consumer’s demand’s utility curves

The ciseaux line is probabilistic pattern recognition of the positive and negative
preferences and smooth line is the utility function. The same approach is used for of value
evaluation. The difference is only within the form of the sets A, and Buy+. Let Au= and Bux be
the sets:

Au={(x,y) eR¥™ (u*(x))>u*(y)},

Bu={(x, y)eR*™ (u*(x))<u*(y)}.

If there is a function F(x,y) of the form F(x,y)=f(x)-f(y), positive over Ay~ and
negative over By, then the function f(x) is a value function, equivalent to the empirical value
function u*(.). Such approach permits the use of stochastic “pattern recognition™ for solving
the problem. In the deterministic case it is true that AuxnBu==. In the probabilistic case it is
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true that Au=nBu=£2 and here have to be used the probabilistic pattern recognition (Paviov
& Andreev, 2013).

The possibilities for practical preferences based stochastic evaluation of utility or
value functions demonstrated in the paper permit a new position to value based decision
making and elaboration of new information systems.

Value Driven Modeling: Edgeworth Box and Competitive Trade

The main pearpus of the paper is to demonstrate DMSS engineering value driven
approach within determination of the equilibrium points in the competitive trading modeled
by the Edgworth box. Competitive trade is a setting in which there are prices for two goods
in question and many people who take these prices as given. A model for description the
competitive trade is the Edgeworth Box. It merges the indifference map between the parties
in the trade by inverting one of the agents diagram as is shown in figure 5. The demand
functions or the utility functions which represent consumers’ preferences are convex and
continuous and are shown in figure 5. Given two consumers O; and O, two goods, and no
production, all non-wasteful allocations can be drawn in the box shown in figure 6. Every
point in the box represents a complete allocation of the two goods to the two consumers.
Each of the two individuals maximizes his utility according to his preferences (Ekeland,
1983). The demand utility functions (figure 5) which represent consumers’ preferences are
convex and continuous, because in accordance with the theory the preferences in are
continuous, monotone and convex (Ekeland, 1983).
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Figure 6. Edgeworth Box Figure 7. Contruct curves

Each consumer is characterized by an endowment vector, a consumption set, and
regular and continuous preferences. The two consumers are each endowed (born with) a
certain quantity of goods. They have locally non-satiated preferences and initial
endowments:

(W1, Wz) = ((W11, W21), (W12, sz))-

In the box the vector W = (W, W,) is the total quantities of the two goods:

Wi = Wiy + Wip, Wo = Way + Wop -

An allocation x=(X1, X2) = ((X11, X21), (X12, X22)) represents the amounts of each good
that are allocated to each consumer. A no wasteful allocation x=(x1, X») is one for which is
fulfilled:

Wi = X1 F Xiz, Wa = X1+ Xap-
In terms of aggregate amounts of the two agents, the total amounts needs to be equal
to the total endowment of the two goods. The consumers take prices of the two goods p =
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(p1, p2) as given and maximize their utilities. The budget (income) set Bi(p) of each consumer
is given by: B,(p) ={x < R2 / px; < pw}, (i =1, 2), where (pxi) and (pwi) mean scalar
products. For every level of prices, consumers will face a different budget set. The locus of
preferred allocations for every level of prices is the consumer’s offer curve.

An allocation is said to be Pareto efficient, or Pareto optimal, if there is no other
feasible allocation in the Edgworth economy for which both are at least as well off and one is
strictly better off. The locus of points that are Pareto optimal given preferences and
endowments is the Pareto set, noted as P in figure 7. The part of the Pareto set in which both
consumers do at least as well as their initial endowments is the Contract curve shown in
figure 7 and noted as N (kernel of market game).

We are interested in the equilibrium point(s) of the process of exchange where is
fulfilled the Walrasian equilibrium (Ekeland, 1983). Walrasian equilibrium is a price vector
p and an allocation x such that, for every consumer the prices (i.e. the terms of trade) are
such that what one consumer (group of consumers) wants to buy is exactly equal to what the
other consumer (group of consumers) wants to sell. In other words, consumers’ demands are
compatible with each other. We note the locus of points that are in Walrasian equilibrium as
W (two points in figure 7). In still other words, the quantity each consumer wants to buy at
the given market prices is equal to what is available on the market. The following inclusion
is true in the Edgworth economy P > N — W/. In that sense a contract curve in the
Edgeworth Box shows an exchange market in equilibrium and this is a particular
representation of the Walrasian equilibrium theorem. The consumer’s preferences are
evaluated as value functions. In figure 8 are shown the indifference curves, the Pareto set P
and the contract curve N.

0

INTTTAL ENDOWMENT /.~ /=]

O
Figure 8. Edgeworth Box, Pareto set and contruct curves
The indifference curves in figure 8 are determined based on values functions
evaluated by direct comparisons of couples of allocations x=(X1, X2) = ((X11, X21), (X12, X22)).
This is made through the discussed in the paper approach and algorithms for exact value
function evaluation (AwnBux=(). After that is maded quadratic approximation of the
constructed value function. The divergence from the theoretical convex requirements is due
to the finite number of learning points and to the uncertainty in the expressed consumer’s
preferences. In the experiment for determination of the set Ay~ and Buswe used a finite
number of preferences expressed for couples of allocations (x=(X1, X2), y=(y1, ¥2)):
Ar={(xy)eR*™ (u*(x))>u*(y)},
Bu-={(x, y)€R*" (u*(x))<u*(y)}.
In that manner we can state and solve the market-clearing equilibrium in principle and
we can determine the contract curve and the Walrasian set in the Edgeworth box. The set of
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the Walrasian equilibriums W and the appropriate prices p = (p1, p2) are calculated based on
the determined demand utility (value) functions and this is a meaningful prognosis of the
market equilibrium. In that way can be forecast the competitive market equilibrium
allocations x=(x1, X2) = ((X11, X21), (X12, X22)) and the appropriate prices p = (p1, p2). The
contract curves are specified on the individual consumers’ preferences and show that there
are possibilities to be made mutually advantageous trades. This means that one could
unilaterally negotiate a better arrangement for everyone.

Conclusions

The analytical description of the expert's preferences as value or utility function will
allow mathematically the inclusion of the decision maker in the value based model
description of the complex system "Technologist-process. The indifference curves could be
determined by utility or value function evaluation. The discussed previously in the paper
stochastic procedures could be used for this purpose. In this case the learning points have to
be defined as lotteries with Edgworth box allocations and consumers preferences in reference
to learning triples of allocations.

The described methodology and procedures allow for the design of individually
oriented information systems (Pavlov & Andreev, 2013). Our experience is that the human
estimation contains uncertainty at the rate of [10, 30] %. Such systems allow for exact
evaluation of the Pareto set P, a reasonable determination of the contract curve N and
calculation of the Walrasian set W and may be autonomous or parts of larger decision
support system (Pavlov & Andreev, 2013; Ekeland, 1983). The demands functions could be
evaluated by direct comparisons or by the gambling approach. In that manner the incomplete
information is compensated with the participation of qualitative human estimations
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Abstract. The goal of the paper is to model, analyze and predict the electricity
consumption of the electric utility company at west Bulgaria. To achieve this goal this
paper combines the results of academic research of applicable best practices, empirical
tests based on real data obtained with the kind permission of a local distribution
company and the analytical results obtained through the use of advanced statistical
software. Our research greatly relies on data provided by the Operations department of
"CEZ Electro Bulgaria" AD and subsequent sophisticated data mining analysis in order
to detect and expose the consumption. The results include electricity consumption
models developed through the use of the CRISP-DM research methodology using IBM
SPSS Modeller predictive models and tools. The generated models, and predicted
results can be readily applied by utility companies, their partners and consultants for
future energy efficiency processes innovation and business transformation.

Keywords. Electricity consumption, predictive model analysis.

1. Introduction

Electricity consumption in Bulgaria and in the world is in high demand and at a
premium cost to the consumer. Having a satisfactory energy supply is vital for the
community. The electricity consumption prediction is an essential component of the
optimization tools adopted by energy companies for electricity power system scheduling. A
small improvement in load forecasting can bring substantial benefits by reducing production
costs as well as increasing trading advantages, especially during peak periods. The electric
utility companies are accountable for maintaining and improving their service continuously.
To facilitate better planning, utility companies maintain databases that capture the energy
consumption and usage patterns of applications. These databases are then used to identify the
trend and the usage of domestic energy [5, 9].

As the recession stays in the air over us, energy consumers are becoming smarter and
more sensible of their electricity consumption [1, 15, 16]. A prediction model for the
electricity consumption at a local level is of great interest to today’s producers, distributors
and consumers [4]. A model needs to be created so that it can predict electricity consumption
and prices on a local level, implying a single arrangement.

From the other side the innovation is a driving force of prosperity and contributes to
increasing the production and the standard of living [10, 12]. It is considered to be a critical
component of business productivity and competitive survival [11]. Technological
innovations present vast opportunities for product innovation which is introduction of new
types of goods and services for the external market, process innovation which is
enhancement of internal production processes for goods and services.

The objective of this paper is to present statistical prediction models and to evaluate
the impact of electricity consumptions of the electric utility company at west Bulgaria. In it
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the method used for grid planning is based on statistical analysis of the existing data for each
local area the maximum load is projected to change proportional to changes in the
aggregated national electricity consumption. Based on a, IBM SPSS modeler valuable
models are developed. The findings also revealed that the regression model reflected the total
opposite for dollar amounts over time. The combination of kilowatt hour and time in one
model is more significant than them apart. The developed models are utilized to evaluate the
impact of the past consumptions and temperature to predict the future electricity
consumption. Long term projections of daily or hourly electricity consumption in local areas
are important for planning of the transmission grid [2].

2. Modeling procedure in IBM SPSS Modeler

The paper combines the results of academic research of applicable best practices,
empirical tests based on real data obtained with the kind permission of a local distribution
company and the analytical results obtained through the use of advanced statistical software
[3, 14]. Proposed model for research and forecasting electricity consumption depending on
past consumption data and temperature are based on processing large amounts of data
provided by CEZ Electro Bulgaria AD and the average temperature in the respective
localities [3]. The IBM SPSS Modeler was used for processing the raw data for 433,558
subscribers of CEZ and 279 variables and the results are presented [6, 7].

The raw data consist of 279 variables for 433 558 consumers of CEZ. For each user
we have the reporting date and meter readings, separately for day and night tariff, from May
2010 to February 2013.

Based on the reporting dates we calculate the length of the period in days (humber of
days for given consumption for the given month). Based on the meter readings we calculate
consumed energy. Then we calculate the average daily consumption (for 1 day of the given
month). These calculations are made because the metering of a user consumption is not
exactly for the entire month (from first to the last date of the month), and it is toward a
specific date, different for different users. Thus we add new 198 variables consist of average
day and night consumptions to the database.

We calculate the total amount of the average daily consumption of all users for each
month separately. For evaluation of the total consumption for a given month we multiply the
January average amount by 31, the February average amount by 28(29), etc. Thus we obtain
two time series, for total daily and total nighttime consumption, respectively, for the period
from May 2010 to February 2013.

Then we model these two time series with IBM SPSS Modeler and make forecasts to
the end of 2013.The most significant consideration is that these quantitative models had to be
built on the basis of information available to the organization. This is information that is
collected on a daily basis in corporate databases as a result of current activities.

Definition of Corporate Sustainability

For time series analysis and making forecasts IBM Modeler uses the Time Series
node which consists of:

- Univariate exponential smoothing (univariate modelling uses only one time series,
i.e. a separate model is made for each time series.),

- ARIMA (Autoregressive Integrated Moving Average),

- Transfer function models.

The procedure includes an Expert Modeler that identifies and estimates an appropriate
model for each dependent variable series. [8, p. 345].

Users can let the Expert Modeler select a model for them from:
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- All models (default).

- Exponential smoothing models only.

- ARIMA models only [8, p. 359].
All Models Expert Model

In this case, the Exponential Smoothing and ARIMA expert models are computed,
and the model with the smaller normalized BIC is chosen. [8, p. 360]

BIC means Bayesian Information Criterion and it is calculated by the following
equation;
Normalized BIC = In (M SE) + k2

where MSE is Mean Squared Error:

S(y () - ¥ {F))

n—k

2

MSE =

Y(t) is the original time series, Y(t) js the predicted time series, k is number of
parameters in the model, and n is number of non-missing observations.
Exponential Smoothing Expert Model

Series
Seasonal length

Y

Non-seazonal: fit all 4 non-seasonal ES models

Seasonal and positive: fit & ES mndels (no Browm)

Seasonal and not-all- positive: fit 3 ES models (no Browa, no
nultiplicative Winteas)

¥

ES EM[= snmllest BIC modeal

Source: IBM SPSS Modeler 15 Algorithms Guide, p. 359
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Source: IBM SPSS Modeler 15 Algorithms Guide, p. 360
As could be seen it remains only to choose the actual time series and let the IBM
SPSS Modeler to do the rest of the work:
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Figure 1. Model of the dynamics (dynamics of total consumption is marked in yellow)
As a result of modeling of the dynamics of the total daily and total nighttime
consumption we obtain that for both time series the best model is Simple seasonal
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Figure 2. The best models of the dynamlcs of the total daily and total nighttime consumption
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The best models for all provided consumption data together with the forecasts for the
next 10 months to the end of 2013 and the confidence intervals of the models and forecasts
are presented graphically in Figure 3:

® Actual
—Predicted

$TS-Consumption_day_Total

_night_Total

$TS.Consumption,

12010 12011 12012 12013 12014
Record number

Figure 3. Models and forecasts of the total daily and total nighttime consumption for all

customers of CEZ, for which we have data

Besides graphically, models, forecasts and confidence intervals can be presented in
tables, upon request by the utility company.

Because for a part of users (about half) we have also data for the postal codes, we can
trace the dynamics of consumption by settlements for those consumers who have a postal
code. In the database contains data for four district centers in Western Bulgaria — Sofia,
Pernik, Vratsa and Lovech.

As a result of modeling of the dynamics of the daytime and nighttime consumption by
cities we obtain that for the eight time series the best model is again Simple seasonal.

The best models for daily and nighttime monthly consumption of these cities together
with the forecasts for the next 10 months to the end of 2013 and the confidence intervals of
the models and forecasts are presented graphically in Figure 4:
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Figure 4. Models and forecasts of the daytime and nighttime consumption for customers of CEZ
of the four cities
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The Figure 4 shows that the peak consumption of the households is in the winter and
the consumption is the least during the summer. The use of air conditioners during the
summer months, which is a trend for business users, is not yet common practice in everyday

life.

Henceforth, the analysis continues with more emphasis on the capital city of Sofia,
but likewise it could be done for the other three cities for which the data are available.
First, from Figure 5 we can subtract only the models and forecasts for Sofia — Figure

5:

day_Sofia

§TS-C:

night_Sofia

§Ts-C

12010 12011 12012

n3

12014

Figure 5. Models and forecasts of daytime and nighttime consumption for customers of CEZ

from Sofia

Second, we took data from the National Institute of Meteorology and Hydrology of
the Bulgarian Academy of Sciences for the average daily and average nighttime temperatures
in the nine district centers in Western Bulgaria where CEZ operates, plus Botevgrad, for the
period from January 2011 to August 2012. This allows us for that short time period to
include the average daily and nighttime temperatures for the respective months as predictors

in the model shown in Figure 6:
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Figure 6. Model of the dynamics of the consumption in Sofia with included temperatures

(dynamics of daily consumption is marked in yellow)
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As a result of modeling of the dynamics of the daily consumption in Sofia with
included average daily temperatures we obtain that the best model is ARIMA (0,1,0) —
Figure 7:

[y ] ——

¥ B I T Y G
Figure 7. The best model of the dynamics of daily consumption in Sofla Wlth included average

daily temperatures
When we include the temperatures as predictors in the model we are unable to make
forecasts (because there are no predictions for the temperatures themselves) so we present
graphically only the best model with confidence intervals of the model — Figure 8:
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Figure 8. Model of the daily consumption of customers of CEZ from Sofia with included average
daily temperatures
In the same manner we have modeled the nighttime consumptlon in Sofia:
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Figure 9. Model of the dynamics of consumption in Sofia with included temperatures (dynamics
of nighttime consumption is marked in yellow)
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As a result of modeling of the dynamics of the nighttime consumption in Sofia with
included average nighttime temperatures we obtain that the best model is Simple seasonal:

it st
e

Record nusbes

Figure 10. Model of nighttime consumption of the customers of CEZ from Sofia with included
average nighttime temperatures
For comparison of the models of the dynamics of the daytime and nighttime
consumption in Sofia, with and without incorporated temperatures, the results are combined
in Figures 11:
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Figure 11. Comparison of the models of the dynamics of daily (left) and night time consumption
in Sofia with and without incorporated temperatures

When we model the dynamics of daily consumption in Sofia better results are
obtained without taking into account the average daily temperatures, while modeling the
dynamics of nighttime consumption results with and without taking into account the average
nighttime temperatures are practically identical. This is an expected result because R-square
of the two models of nighttime consumption in Sofia (with and without the average monthly
temperatures) is practically the same — 0.763 and 0.756 respectively, while R-square of the
model of the daily consumption in Sofia including temperatures is almost two times less than
R-square of the model of daily consumption in Sofia which not includes temperatures —
0.444 and 0.803 respectively.

Assuming that the user consumption profile (demographic and social) for categories
of customers is approximately identical for all local areas we estimate the daily consumption
in local areas. Using it and assuming that profiles per category are unwavering in the future,
a baseline projection of local consumption is generated. Applying the latest forecast of the
electricity consumption at the regional level, consumption in local areas develops quite
differently.

Using the estimated data and the consumption profiles for categories of electricity
customers in the aggregated area, the model also calculates the maximum and minimum
daily consumption in local areas. For grid planning a high consumption in several
consecutive days is more important than extreme consumption in individual days, and to
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evaluate consumption in consecutive days a modeling of the entire consumption profile is
required. Assuming that the modeling inaccuracy is constant over time, changes in the
maximum and minimum consumption are calculated. In overall, consumption in peak days is
expected to increase more than consumption in average and minimum days and these
contrasts between local areas and for some areas the opposite is the case.

The model takes into account a local data of categories of customers, only. Using the
models, the electricity consumptions are assumed to be constant and the profiles for
categories of customers are assumed to be equal to the profiles for the aggregated area and
constant. Profiles for categories of customers may change over time, profiles for categories
in local areas may differ from the profiles for the aggregated area, and the data of categories
may change. That is, the model gives a baseline projection, only, and should be
supplemented with specific local climate, social and demographic information, e.g. on the
development of a new dwelling area, increased consumption of a specific customer, or
changes in the consumption profile for categories of customers. Compared to the
methodology described in the literature our model has the advantages of more inside data
and iterations describing the entire consumption duration curve, allowing different changes
in average consumption in different local regions, and changes in the shape of the local load
duration curve.

3. Conclusion

Traditional business practice will not fill the energy system gap. Only the kind of
business analytics, systemic, transformative changes to the energy system and following
innovation of processes and business models will help the society to achieve a sustainable
and secure energy future.

This paper presented Time Series Algorithms models to predict residential building
energy consumption. Data and results of the models show that consumption profiles for
different categories of customers contribute differently to the aggregated consumption profile
and the relative weight of categories differs between local areas, aggregated consumption
profiles for local areas are quite different. The results include electricity consumption models
developed through the use of the CRISP-DM research methodology using IBM SPSS
Modeller predictive models and tools. The generated models, and predicted results can be
readily applied by utility companies, their partners and consultants for future energy
efficiency processes innovation and business transformation.

From measurements of local consumption we know that:

« Consumption profiles differ between local areas;

» Consumption by categories of customers contributes differently to the aggregated
consumption profile;

* The weight of categories of customers differs between local areas.

That is, specific local conditions are not considered. Specifically, the study serves to
highlight a number of potentially significant issues for future work:

» Knowing uncertainties within the models require further field studies of users
characteristics, indoor temperatures, and consumptions behavior;

« There is need for further modeling effort to investigate the uncertainties to the most
influential factors used to describe the day and hour consumptions.
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Abstract. This paper presents the possibilities of Computational Fluid Dynamics
(CFD) application, its advantages, modelling process and activities, as well as the
review of the CFD Software packages. CFD is a branch of fluid mechanics that uses
numerical methods and algorithms to solve and analyze problems that involve fluid
flows and related phenomena (heat transfer, mass transfer, chemical reactions) by
solving numerically the respective governing equations. The results of CFD analysis are
relevant engineering data that are used in conceptual studies of new designs, detailed
product development and redesign. The paper also summarizes the features and
application of the CFD Software packages like Phoenics, Fluent and CFX and discusses
their structure features, special modules, mathematical models and successful
application areas. At the end the paper it points out the possible research direction for
CFD in the future focusing on the development of mathematical models, project
transformation, new equipment and their matching application with technological
software.

Keywords. Computational Fluid Dynamics, Phoenics, Fluent, CFX, modelling and
simulation techniques.

1. Introduction

Computational fluid dynamics, usually abbreviated as CFD, is a branch of fluid
mechanics that uses numerical methods and algorithms to solve and analyze problems that
involve fluid flows. Nowadays the computers are used to perform required calculations to
simulate the interaction of liquids and gases with surfaces, defined by boundary conditions.
Better solutions can be achieved by using high-speed supercomputers. Current development
and research results lead to improvement of accuracy and speed of complex simulation
scenarios such as transonic or turbulent flows.

Basically, almost all CFD problem analysis lies on the basis of the Navier—Stokes
equations, which define any single-phase (gas or liquid, but not both) fluid flow. In order to
yield the Euler equations Navier—Stokes equations can be simplified by removing terms that
describe viscous actions. Further simplification, by removing terms describing vorticity,
brings the full potential of equations. Finally, for small perturbations in subsonic and
supersonic flows (not transonic or hypersonic) these equations can be linearized to yield the
linearized potential equations.

Historically, methods were first developed to solve the Linearized potential equations.
Two-dimensional (2D) methods, which use conformal transformations of the flow around
cylinder to the flow around an airfoil were developed in the 1930s [1]. The computer power
available paced development of three-dimensional methods. The first work using computers
to model fluid flow, as governed by the Navier-Stokes equations, was performed at Los
Alamos National Labs, in the T3 group [2], [3].This group was led by Francis H. Harlow,
who is widely considered as one of the pioneers of CFD. From 1957 to late 1960s, this group
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developed a variety of numerical methods to simulate transient two-dimensional fluid flows,
such as Particle-in-cell method [4],Fluid-in-cell method [5], Vorticity stream function
method [6], and Marker-and-cell method [7]. Fromm's vorticity-stream-function method for
2D, transient, incompressible flow was the first treatment of strongly contorting
incompressible flows in the world.

The first paper with three-dimensional model was published by John Hess and
A.M.O. Smith of Douglas Aircraft in 1967[8]. This method discretized the surface of the
geometry with panels, giving rise to this class of programs being called Panel Methods. Their
method itself was simplified, in that it did not include lifting flows and hence was mainly
applied to ship hulls and aircraft fuselages. The first lifting Panel Code (A230) was described
in a paper written by Paul Rubbert and Gary Saaris of Boeing Aircraft in 1968[9].

2. CFD Application and its Advantages

CFD is the system analysis that involves fluid flow, heat transfer and associated
phenomena such as chemical reactions by means of computer-based simulation. The
technique is very useful and includes a wide range of industrial and non-industrial
applications areas. Some examples are: chemical process engineering: mixing and
separation, multiphase systems, aerodynamics of aircraft and vehicles, hydrodynamics of
ships, power plants, turbo machinery, electrical and electronic engineering, external and
internal environment of buildings, marine engineering, environmental engineering,
hydrology and oceanography, meteorology, and biomedical engineering (blood flows
through arteries and veins). CFD is becoming a vital component in the design of industrial
products and processes [10].

There are several unique advantages of CFD over experimental-based approaches to
fluid systems design: substantial reduction of lead times and costs of new designs, ability to
study where controlled experiments are difficult or impossible to perform, ability to study
systems under hazardous conditions at and beyond their normal performance limits, and
practically unlimited level of detail of results. The variable cost of an experiment, in terms of
facility hire and/or man-hour costs, is proportional to the number of data points and the
number of configurations tested. In contrast CFD codes can produce extremely large
volumes of results at virtually no added expense and it is very cheap to perform parametric
studies, for instance to optimize equipment performance [10]. One of the advantages in using
CFD Software is also the speed of the simulation. CFD simulations can be executed in a
short period of time. Quick turnaround means engineering data can be introduced early in the
design process. Also, what is very important is ability to simulate real and ideal conditions.
Many flow and heat transfer processes cannot be easily tested - e.g. hypersonic flow at Mach
20, nuclear accident etc.; CDF provides the ability to theoretically simulate any physical
condition. Among other, CFD allows great control over the physical process and provides the
ability to isolate specific phenomena for study. For example, a heat transfer process can be
idealized with adiabatic, constant heat flux, or constant temperature boundaries. One of the
very important properties of CFD is that it can give comprehensive information. Experiments
only permit data to be extracted at a limited number of locations in the system (e.g. pressure
and temperature probes, heat flux gauges, LDV, etc.).CFD allows the analyst to examine a
large number of locations in the region of interest, and yields a comprehensive set of flow
parameters for examination [11].

But there are some limitations in using CFD modelling. Regarding physical models,
CFD solutions rely upon physical models of real world processes (e.g. turbulence,
compressibility, chemistry, multiphase flow, etc.). The solution that are obtained through
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CFD can only be as accurate as the physical models on which they are based. There are also
limitations regarding physical boundary condition: as with physical models, the accuracy of
the CFD solution is only as good as the initial/boundary conditions provided to the numerical
model. Regarding numerical errors: solving equations on a computer invariably introduces
some numerical errors such as:

- Round-off error - represents errors due to finite word size available on the
computer;

- Truncation error - represents error due to approximations in the discretization
schemes.

Round-off errors will always exist (though they should be small in most cases) and
truncation errors will go to zero as the grid is refined. In that case mesh refinement is one
way to deal with truncation error and/or schemes of greater accuracy are used [11].

3. Selecting CFD Software — Modelling Process Features

There are many commercial CFD softwares used in engineering, such as PHOENICS
(it is the first commercial CFD software), STAR-CD, ANSYS FLUENT/CFX and so on. All
CFD softwares have three main structures which are Pre-Processer, Solver and Post-
Processor [12].

No matter what kind of CFD software is, the main processes of simulation are the
same. Setting up governing equations is the precondition of CFD modelling; mass,
momentum and energy conservation equation are the three basis governing equations. After
that, Boundary conditions are decided as different flow conditions and a mesh is created. The
purpose of meshing model is discretized equations and boundary conditions into a single
grid. A cell is the basic element in structured and unstructured grid. The basic elements of
two-dimensional unstructured grid are triangular and quadrilateral cell. Meanwhile, the
rectangular cell is commonly used in structured grid. In 3D simulation, tetrahedral and
pentahedral cells are commonly used in unstructured grid and hexahedral cell is used in
structured grids. The mesh quality is a precondition for obtaining the reasonably physical
solutions and also represents the ability of the simulation. The more nodes resident in the
mesh, the greater the computational time to solve the aerodynamic problem concerned,
therefore creating an efficient mesh is indispensable. Numerical methods that are used to
discretize equations are: Finite Different Method (FDM), Finite Element Method (FEM) and
Finite Volume Method (FVM). FVM is widely used in CFD software such as Fluent, CFX,
PHOENICS and STAR-CD, to name just a few. Compared with FDM, the advantages of the
FVM and FEM are that they are easily formulated to allow for unstructured meshes and have
a great flexibility so that can apply to a variety of geometries [13]. Desired features in the
modelling process in different CFD packages are divided in following groups according the
modelling process itself [14].

Pre-processor. Pre-processor consists of the input of a flow problem to a CFD
program by means of an operator-friendly interface and the subsequent transformation of this
input into a form suitable for use by the solver. The user activities at the pre-processing stage
involve: definition of the geometry of the region of interest: the computational domain, grid
generation-the sub-division of the domain into a number of smaller, non-overlapping sub-
domains: a grid (or mesh) of cells (or control volumes or elements), selection of the physical
and chemical phenomena that need to be modelled, definition of fluid properties,
specification of appropriate boundary conditions at cells which coincide with or touch the
domain boundary. The solution to a flow problem (velocity, pressure, temperature, etc.) is
defined at nodes inside each cell. The accuracy of a CFD solution is governed by the number
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of cells in the grid. In general, the larger the number of cells the better the solution accuracy.
Both the accuracy of a solution and its cost in terms of necessary computer hardware and
calculation time are dependent on the fineness of the grid. Optimal meshes are often non-
uniform: finer in areas where large variations occur from point to point and coarser in areas
with relatively little change. Over 50% of the time spent in industry on a CFD project is
devoted to the definition of the domain geometry and grid generation [15-18].

Solver. There are three distinct streams of commercial solution techniques: finite
difference, finite element and spectral methods. In outline the numerical methods that form
the basis of the solver perform the following steps: approximation of the unknown flow
variables by means of simple functions, discretisation by substitution of the approximations
into the governing flow equations and subsequent mathematical manipulations, solution of
the algebraic equations.

Post-processor. As in pre-processing a huge amount of development work has
recently taken place in the post-processing field. Owing to the increased popularity of
engineering workstations, many of which have outstanding graphics capabilities, the leading
CFD packages are now equipped with versatile data visualization tools. These include:
domain geometry and grid display, vector plots, line and shaded contour plots, 2D and 3D
surface plots, particle tracking, view manipulation (translation, rotation, scaling etc.), color
postscript output. More recently these facilities may also include animation for dynamic
results display and in addition to graphics all codes produce trustily alphanumeric output and
have data export facilities for further manipulation external to the code.

One of the desired features is also the user-friendliness. The capability that the user is
able to operate the software is determined by the design of the user interface. The more
friendly a package appears, the shorter learning curve will be and the quicker users will be
able to obtain meaningful results. The Graphical User Interface (GUI) provides a very easy
introduction to the software and enables basic problems to be set up very quickly using both
mouse and keyboard. Less problems can be defined using a command language which "sits
beneath” the GUI. This enables files that are normally produced automatically using the top
level menu, to be written (and edited) by the user using a very high level and logical
language. The command language offers users much more freedom in defining geometries,
meshes, boundary conditions, etc. However, if the command language is still not flexible
enough, it is necessary for the user to access User Fortran Routines. These are sub-sections
of the main CFD code in which users can write Fortran routines to run their simulation. For
example, to define new physical models, specify complex boundary conditions, define
additional output variables, etc.

User-support is also defined as feature that is crucial for selecting the CFD packages.
When using CFD software to address difficult problems, it is helpful if good user support is
available via an immediate, rapid response method, such as fax, email or telephone. Some
vendors also set up email user groups which enable users to send an advice request to all
current users of that CFD software packages. Most companies offer training courses to new
and potential users enabling them to overcome some of the initial difficulties and get the
most from the software in a shorter period of time. To gain an insight into the quality of user-
support, there is much to be gained from visiting potential suppliers before selecting a
software vendor [15-18].

4. Review of the CFD Software Packages

Several packages were chosen for investigation. These were considered according a
list of desired features that are presented above (Table | and Il). Later further analysis
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considered the most widely used codes such as: CFX, FLUENT and PHOENICS in more
detail (Table I11), as well as comparison of the process features between top selling vendors
Ansys CFD and SolidWorks (Table 1V).

Table 1. The names and the data on the chosen CFD packages that are taken into
consideration in this comparative review [19-27]

Company Code Operating system Hardware requirements

Windows XP SP3 (min 2GB RAM)
100GB hard disk free space, 2GB
additional hard disk space needed
CPX 145 Windows 7 (min 4GB RAM) 5GB
ANSYS, Inc. Windows, Linux, hard disk free space, 10GB
WWW.ansys.com Solaris additional hard disk space needed

Windows XP SP3 (min 512MB
RAM) 100GB hard disk free space
Windows 7 (min 2GB RAM)
100GB hard disk free space

FLUENT 13

Windows XP (min 512MB RAM),
Windows Vista/7 (min 1GB RAM)
1.2-2.2GB hard disk free space

CHAM Ltd. . Windows, Linux,
Phoenics -
www.cham.co.uk Solaris

both Workstations and clusters,
Redhat Enterprise Linux (5 or 6) or
SUSE Linux 11 large shared NFS
disk

Flow Science, Inc.

FLOW-3D/MP Windows, Linux
www.flow3d.com

STAR-CCM+
STAR-Cast
STAR-CD 4.06

Windows, Linux, Cluster Platform: Windows or
Solaris Linux

CD adapco Group
www.cd-adapco.com

Windows 7 (32- or 64-bit),
Windows 8 (64-bit) or Windows
Windows, Linux Vista

2GB RAM (min)

5GB disk space free (min)

SolidWorks Corp. SolidWorks
www.solidworks.com Simulation 2013

Table 2. Comparison of the CFD packages according to desired features [19-27]

Feature Cfx Fluent Phoenics Star-sd
Discretisation FEM FVM FVM FVM
technique
Mesh type STR STR STR UNS
2D and 3D Y Y Y Y
Friendly interface Y Y Y Y
Body—_fltted v v v N/Y
coordinates
'krl_Jrg'buIence models: v v v v
Multi-phase/species Y Y Y Y
Access to For@ran v v v v
user-routines

FEM - finite element method, FVM - finite volume method, STR - structured mesh,
UNS - unstructured mesh, Y - features are available, N - features are not available
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Table 3. Detailed analysis of required capabilities [19-27]

Import
[<5)
Thermal boundary g g| €
s} c ©
Code Method | conditions = 81 6
c L D
2l o S| Eg| &3
S| a| Q| 8| £38| £ €
CEX FEM Temp_erature, flux, convection, v v v v v v
radiation, heat sourced
Fluent FVM Temp_erature, flux, convection, v v v v v E
radiation, heat sourced
Phoenics FEM Ter_np_erature, flux, convection, v v v v v EL
radiation
FLOW-3D FVM Temperature, flux, convection, N v N v v E
radiation, heat sourced
Star-CD FVM Temperature, flux, convection, v v v v v E
radiation
COSMOSFlo FVM Temperature, radiation, heat N N N v v N
Work sourced
COSMOSM FEM Temperature, flux, convection, v v v v v N
radiation, heat sourced
COSMOSWorks | FEM Temperature, flux, convection, N N N v v N
radiation, heat sourced
COSMOSDesign Temperature, flux, convection,
STAR FEM radiation, heat sourced N N N Y Y N

FEM - finite element method, FVM - finite volume method, Y - features available, N
- features unavailable, E - enthalpy-based phase change model, L - latent heat based phase
change model
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Table 4. Comparison based on possible capabilities [19-27]

CFD Comparison Ansys (CFX, Fluent) (Sin?LO,IIII:t\i,(Yr?)rkS
Internal/External Y Y
Laminar/Turbulent Y Y
Compressible/Incompressible Y Y
Fluid Flow Subso_nic, Transonic, v v
Capabilities Supersonic -
Steady State/Transient Y Y
Solidfication (freezing) Y Y
Evaporation Y N
Condensation Y Y
Conduction Y Y
Forced/Natural Convection Y Y
Heat Transfer Conjugate % v
Capabilities Radiation Y Y
Solar Y Y
PCB Characterizer N N
Electronics Compact Thermal Models N Y
Design Capabilities Thermostat-controlled Fans N Y
Thermoelectric Coolers N Y
Motion-Driven Flow Y N
Flow-Driven Motion Y N
. Free Motion with Collision
Ca;\ggﬁi{i?es Detection " "
Rotating / Turbomachinery Y Y
Translating Y N
Orbital Y N

Y - features available, N - features unavailable

5. Conclusion

The names and the data of the observed CFD packages, that are taken into
consideration in this comparison analysis have been presented in Table 2. In some cases one
company has a few codes for modelling flow and thermal problems. It is especially true with
ANSYS which offers a broad range of products suited for various applications. Some of
them are fully-fledged CFD packages (CFX, Fluent) while other ones are more general-
purpose but offer transient heat transfer as one of the options.

The numerical method employed by the developers of packages is either FEM method
or FVM. It is believed that FVM method is superior to FEM in all those applications where
flows play an important role. For example, Fluent software, a FVM package, is generally
recommended for flow problems by Fluent representatives. Nevertheless, there are advanced
FEM-based packages that have been successfully employed in flow problems (ADINA,
Abaqus, ALGOR, or Marc).

The phase change models employed in the reviewed software are based either on
enthalpy or latent heat. The latent heat approach, although popular, requires caution with
implementation, and especially time integration algorithms. This is due to the spike-shaped
temperature/specific heat function. The enthalpy-based phase change models evaluate the
effective specific heat directly from the enthalpy, and thus avoid using specific heat function
with a latent heat jump.

The overall majority of the packages allow reading external files with data on mesh,
initial and boundary conditions, which makes them good candidates for being used in the
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coupled system. Those that do not offer one of those features could be still applied, but it
would require an extensive help from a humane operator making the simulation more
difficult.

In this paper we have reviewed features of several CFD packages that are mostly used
nowadays both in industrial and academic research. The goal of this comparison was not to
reveal a winner, but to gather the data on various codes, and show possible choices. The
main goal of this paper is to be used as a guide to help end-users in their vendor selection
process.

Based on all above mentioned in this paper it can be concluded that the choice of
CFD software packages depends on the needs of the user and the observed problem. One of
the key factor of successful usage of CFD software solutions is also the financial resources,
which is also considered.
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Abstract. Industry continually invests in innovative solutions for building
management, including renewable energy products, heating systems, different green
technologies used for lightening etc. With development of energy systems the processes
of control and regulation in these systems are experiencing great progress and wide
application. In field of mechanical engineering and electronics, with the problems in
thermal power systems and automation have been developed new systems of regulation
and energy management and accordingly development of district heating systems.
Although the analysis in this paper applies to home heating systems installation, it is
evident that the rational use of energy represents the strategic objectives of the energy
policy. These strategic objectives, which are described with rational consumption, using
alternative energy sources and environmental protection need to reconcile the growing
need for energy. In this sense, the affirmation of such regulation means is inevitable.
However, with technology development, particularly in the computer field, new
intelligently guided systems of regulation and supervision appear, that show very good
characteristics in operation. General analysis of such fuzzy logic controller is given in
this paper.

Keywords. Intelligent control systems, heating systems, home installations, fuzzy
controllers, green technologies.

1. Introduction

The basic issue related to energy management nowadays is relation between quality
of life and rational energy consumption. The issue, in a first place related to plants, heating
systems and on air-conditioning as well. The global orientation of the rational energy
consumption involves many activities such as standardization, control alternative energy
supplies etc. Common control systems without power supplies replaces with
electromechanical, pneumatics and nowadays with electronic (analog and digital) control
devices to improve working and living quality. Intelligent control express new approach to
this problem, and achieve significant results [1, 2].

With energy system development the regulation process in such systems experienced
great progress and wide application. If the energy systems are evaluated, that are designed in
less time, with less primary energy, we will see how much energy consumers were larger but
not functional. Actually, the prise of energy has caused that everyone should deal with this
strategically important issue in every domain, to analyse conditions and exploitation of
energy. Approaching problems in the field of mechanical engineering and electronics, as
well as in the field of thermal power engineering and automation came to the development of
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new system of control and regulation of thermal engineering processes, and accordingly the
heating system in general.

It is imperative that systems designed today should consume less energy. However,
they should meet the needs of the same both in quantitative and qualitative terms. The
special attention should be paid to:

- Systems solution and mode of action;

- Thermodynamic optimum;

- Regulation;

- Proper placement of controller;

- Determining the difference between the derivative systems and projects;

- Terms of comfort and environmental factor.

Having considered the above mentioned factors, a properly regulated energy system
can meet demands for energy in optimal way [3, 4].

2. Intelligent Systems

The development of system regulation, following the development of science and
technology, has passed through several stages conceptually dividing systems with and
without auxiliary energy (electromechanical, pneumatic and electronic systems). The
electronic systems, thanks to the massive industries of electronic components, quality and
efficiency, outweigh all others.

The most modern systems of control and regulation involve the use of fuzzy-logic and
neural controller, which is increasingly replacing the classic analogue and digital systems.

The analysis of such fuzzy-logic controller applied to home heating installations is the
subject of this paper.

Fuzzy-logic represents a method of presenting information in a way that mimics
natural human communication, and thereby manipulate the information in a way
characteristic to human reasoning. Fuzzy logic is applied to control systems, systems for
diagnostic, monitoring, signal processing and so on. An example of generalized fuzzy logic
controller is shown in Figure 1 [5, 6, 7].

Fuzzy logic system

_________________

: i
1
! i

Accurate input ! Rule i

(the result of some ! base i

measurement) ! |

—»|Fuzzification . : Defuzzificationf—-—9
\ I 7Y Accurate output
| v :
1
' ~ Locking )
Input fuzzy set 7| mechanism ; Output fuzzy set

[ '

Figure 1. Fuzzy logic controller

Current trend does not involve replacing the conventional control system, but the use
of fuzzy-logic as a supervisor and supplement conventional methods of regulation. Unique
fuzzy-logic system is capable of to handle simultaneously numerical and linguistic skills. For
many problems, we can distinguish two types of knowledge [7, 8]:

- Objective knowledge used in engineering practice;
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- Subjective knowledge that represents linguistic information and it is difficult to

express with classical mathematical tools.

This two types of knowledge can be coordinated by using fuzzy logic. Accordingly
we have two approaches of solving specific problems where the objective information
represented by a mathematical model is supplemented by subjective information that is
converted into rules and then quantified by fuzzy logic.

To maximize the heat output, efficiency and comfort of home heating installations in
[9] was analyzed the new generation of fuzzy logic controller for boilers. These controllers
allow optimal adaptation to changing user's requirements in heating using one sensor less
than in the previous generation of controllers [10]. As conventional regulators and fuzzy
logic controllers are based on a standard 8-bit microprocessor, and construction, installation
and optimization of fuzzy controller is supported by a software development system
fuzzyTECH [11].

Most of European houses are connected to a central heating system that uses boilers
for liquid fuel or gas. These boilers heat water heater and from them the hot water is
distributed through pipes to radiators in rooms that are heated. In order to meet different
users' needs for heat, water temperature must be constant as a function of external
temperature. To measure the external temperature the external sensor is used, that is installed
on the exterior facade of the building. The controller has direct impact on the start up the
burners in the boiler and practically executes on-off function. For example, if feed water
temperature drops two degrees below the set value, the fuel valve opens and the ignition
system is started. When the temperature rises two degrees above the set value the valve is
being closed [12].

Although the structure of this controller is simpler, the temperature value that should
be determined as a set value, it is not as simple as it is seen. The set temperature should not
be low, because in this case it cannot warm the room, on the other hand too high set
temperatures causes unnecessary losses, which reflects the utilization and user comfort.
Using VDI recommendations for temperature dependence, that is previously set, as a
function of external temperature, represents common way of thinking that is the maximum
amount of heat required to heat equal to the sum of heat losses [13]. But this point of view is
not always sufficiently accurate because it excludes elements such as opening of windows
and doors, ventilation, uneven heat demand during the day and the month and even the
heating season and etc.

3. Fuzzy Controller of Boiler Temperature

Basically there could be two approaches for determining the set temperature,
assuming proper installation and well-insulated buildings. One approach includes massive
use of temperature sensors, even in every room, which affects to the system cost. The second
approach implies knowledge of the data curve of the current consumption in the object,
which is measured by the number of switching on and off the burners [14, 15]. An example
of such curve is shown in Figure 2 and from it can be derived the four parameters:

- Current consumption (shows current load);

- The tendency of the middle member (I) (phase of increasing and decreasing

heating);

- The tendency of a short member (II) (disorders, such as the opening of doors and

windows);

- Yesterday's average consumption (show yesterday thermal load);
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Figure 2. Current energy consumption of the object

These parameters are used to set the rules for determining the appropriate set boiler
temperature. Taking into account the rules of probability, the input parameter of the system
is also an outdoor temperature of the site. In this way, the installation of an external
temperature sensor is unnecessary. The structure of such a controller is given in Figure 3.
Picture in general represents a fuzzy controller, while a block diagram of a conventional
boiler regulator is bordered with a dashed line [16, 17].
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Figure 3. Schematic representation of the boiler controller

Fuzzy controller uses the sum of five pulses, which are: four pulses from the curve of
energy consumption and one impulse from database of medium external temperature. The
output of such system is actually estimated demand for heating energy in the house.
Basically this is the main advantage and the quality of this kind of controller. The basic rule
consists of "if, then" rules which could be illustrated on the example:
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If - current energy consumption is low

and - the tendency of medium member is increasing

and - the tendency of short member is to falling

and - yesterday's consumption is average

and - medium outdoor temperature is very low

then - assessment of demands for heating is medium high.

In reference [9] are listed about 405 defined rules for parameter estimation. During
the system optimizations some rules become more important than others. It is therefore
possible association of rules with support degrees (from O to 1) in order to express the
importance of each rule. After completing and defining the linguistic variables, functions and
rules, the system is adjusted to the target hardware, which is based on the 8051 processor.
Raising the level of optimization is achieved with online module, the target hardware and the
development workstation (PC-Windows). This enabled the graphical representation of
information in real time.

4. Comparison of Conventional and Fuzzy Controllers

In order to test the characteristics, the conventional controller and a fuzzy controller
are connected to installation of the individual building [9]. Both systems have been studied
for a period of 48 hours, and the result of these tests is shown in Figure 4.

Three curves of temperature change in time for system test are represented. Two
curves are related to tested system of regulation including: water temperature produced with
the classic controller according to the outside temperature and the temperature obtained with
the fuzzy controller. The third temperature represents the optimal water temperature
calculated from the external and internal conditions of the building.

M
Water temperature temperature configured

with fuzzy controller

optimal water temperature //k

T

temperature configured
with classic controller

1 il L 1 L L L L Y
I

0 6 12 18 24 30 36 42 48 time (h)

Figure 4. Comparison of temperature characteristics

The result of the comparison shows that the fuzzy controller is very well suited to the
current needs for heating. By setting the temperature below the level used by the
conventional controller, especially during periods of low load, this system effectively saves
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energy which is evident in longer periods of use. Besides, because of the reduction of energy
production heat utilization is improved. It is observed that heat comfort is increasing
especially in terms of sudden heat demands, the values can be easily set, and savings in
manufacturing and installation costs are evident.

5. Conclusion

Undoubtedly the characteristics of new regulation modes have certain advantages
over conventional systems. Although the analysis of this paper refers to the system of home
heating installations, it is evident that the rational consumption of energy in this micro plan
can be achieved the strategic objectives of energy policy. These strategic objectives,
described with rational consumption, the application of alternative energy sources and
environmental protection need to reconcile the growing need for energy. In this sense, the
affirmation of such kind of regulation is inevitable.
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Absract. In order to raise the limit of the building’s energy efficiency, the science
and industry came together to maximize the building’s passive energy use. It can be
achieved by driving down energy consumption and introducing renewable energy
sources as main suppliers to the building. One of the successful projects that has been
implemented so far is in Munich. Germany now have the greenest office building in the
world. The NuOffice, one of the three DIRECTION demonstration sites, has been
awarded the certificate for Leadership in Energy and Environment Design (LEED) and
was assigned LEED platinum status. This business facility can easily serve as a model
for future new construction across the globe, making not only savings in energy
consumptions but also the impact on environmental green thinking. This paper includes
all available data regarding this project, goals and achieved results. It is very important
to have complete insight into the latest news in the green projects and energy efficient
objects. This project as a role model can help new idea to come and to have such
projects in our country.

Keywords. Passive buildings, green technologies, solar energy, energy saving,
LEED certification.

1. Introduction

Most of the people spend the majority of their time at work. Whether it’s a traditional
office building with separate departments, individual offices or conference rooms, or co-
working space, the workspace is definitely one of the important part of lives of working
people. It should be treated also as a healthy place. No matter how green nowadays offices
may be, it’s likely to pale in comparison to the NuOffice, however.

Recently completed in Munich, NuOffice represents commercial property. It is
considered to be the greenest office building in the world. Commissioned by Haupt
Immobilien, and created with the help of research group DIRECTION and the Fraunhofer
Institute for Building Physics, NuOffice recently received the highest Leadership in Energy
and Environment Design (LEED) rating ever issued for a building of its type. The US Green
Building Council (USGBC), which manages the LEED green building certification program,
awarded NuOffice an 94 points. This rating is 80 points that are required to achieve LEED
Platinum, currently the highest standard for an environmentally-friendly structure recognized
by the USGBC [1].

This paper presents some part of this project, as well as the investigation that
preceded it's realization. In order to have more green objects in our environment, it is very
important to understand what it can be done with resources that are at our disposal and to be
not only environmentally friendly but also to have more economic approach to our living.
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2. Photovoltaic and Zero Energy Building

According to the European Directive 2010/31/EU, starting from the end of 2020, all
new buildings will have to be Nearly Zero Energy Buildings (Nearly ZEBs). According to
this directive, ‘Nearly ZEB’ means a building that has a very low energy yearly energy
consumption, which can be achieved by both the highest energy efficiency and by energy
from renewable sources, which shall be ‘on-site’ or ‘nearby’ [2].

In the near future, buildings will be designed to have a need for very little energy
(passive design strategies for energy efficiency) and to integrate active surfaces (i.e. PV
modules) for energy generation. This approach requires new point of view that will use the
energy that is needed as an input that will influence on design. The usable energy should be
seen as a variable able to relate itself to the form of buildings (or clusters of buildings or
even cities and landscapes), instead of being seen as a kind of abstract variable that design
cannot deal with. In the future, from designers will be expected to consider not only the
space that is used directly but also the space required to provide generation of electrical and
thermal energy from renewable sources: for example the surface necessary for placing the
energy generation devices. This area can be defined as the ‘building’s energy footprint’ [3].
The problem will be the fact that the renewable energy generation systems are visible and
demand bigger space, comparing to the to conventional energy sources. It can be also
presented as a challenge, because for the first time in the tradition of architecture, energy
source can represent a ‘form’ (i.e. shape, colors and features of a PV generator), and
architects will be responsible for designing this form.

Because of the high energy consumption of the European countries, PV can contribute
significantly to the reduction of the primary, conventional energy supply, as well as to the
reduction of the CO2 emissions [4]. PV seems to be technically the easiest way to obtain the
zero energy balance, as well as, drop in prices makes it competitive even with active solar
thermal collectors and building materials in general. But, there is limitation of energy
quantity production per square meter PV collector (it depends mostly on the PV energy
efficiency, on the tilt and azimuth angles of the PV generator and on the latitude, as well as
on the BOS efficiency). As an example, in the case of optimal positioning of the PV system
(tilt and azimuth angles), a typical generation in northern climates such as North Europe
would be around 80-100 kWh/m2 collectors per year as usable energy. In southern climates
such as South Europe, a typical generation would be around 130-180 kWh/m2 collectors per
year as usable energy [5].

Finally, it is important to say that, the use of PV in buildings is under investigation
since more than 20 years now and it has been recognized as a key factor for the exploitation
of PV and the reduction of the CO2 emissions of buildings, making not only the buildings
greener but also the living environment [6, 7, 8, 9].

3. About the Project NuOffice

The NuOffice in Munich is a project of the Hubert Haupt Immobilien Holding. In
collaboration with the Fraunhofer Institute and Munich Technical University, new prototypes
of efficient office properties are being developed in three construction phases. It is planned to
be completed by 2015 in Parkstadt Schwabing, with a total area of approximately 33,000 m2.
The first building phase was completed in December 2012. Project developer Hubert Haupt
had the goal right from the start that only the Platinum LEED -certificate would meet
requirements of this project. One of the statements that Haupt gave was that the only goal of
this building was to comply the government goal for the years 2050 to 2100. This means that
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the energy standard that will only apply 40-90 years from now has already been exceeded.
As an example of this statement is can be consider the limit of CO2 emissions. Groundwater
is used for heating and cooling purposes, while smart lighting and ventilation concepts
ensure a low consumption of energy, which itself is generated by the photovoltaic system
installed on the roof of the building [10].

On July 1, 2013 the NuOffice in Munich was awarded the LEED certification in
“platinum” — the highest acknowledgement given by the certification system developed by
the U.S. Green Building Council for ecological building. With the best ever score of 94
points awarded in the category “Core and Shell” the NuOffice has positioned itself as the
most sustainable office building in the world. Core and Shell concerns the entire base
building, including mechanical, electrical, plumbing, and fire protection systems, and it is
typically used for commercial buildings of this nature.

The team members responsible for the demonstration activities in Munich are
DIRECTION partners Domagk Gewerbepark, FACIT and Fraunhofer IBP.

Research group that participated in the project creation is named DIRECTION, and
this group is co-financed by the EU within Framework Programme 7 (FP7). DIRECTION is
coordinated by Fundacién CARTIF (Boecillo — Valladolid) and developed in cooperation
with other 10 partners: DRAGADOS and 1A Ingenieros ; EURAC, the Autonomous
Province of Bolzano and Claudio Lucchin & Architetti Associati; Domagk Gewerbepark,
Fraunhofer Institut fir Bauphysik and FACIT; Enginsoft SpA ; youris.com G.E.L.E. [11].

This project was commissioned by Hubert Haupt Immobilien Holding, that is founded
in 1994 and managed by its owner Hubert Haupt. Hubert Haupt Immobilien Holding
specializes in commercial and residential building construction. Facit GmbH & Co. KG,
which is part of the Holding, is responsible of project planning while marketing and leasing
activities are carried out by the subsidiary Hubert Haupt Immobilien management GmbH.
The company has realized more than 40 large projects so far [12].

4. Standards in Green Construction - LEED Certification

In 1990, the Government of United Kingdom pioneered the green standards at request
of the British real estate industry. The BREEAM - the Building Research Establishment’s
Environmental Assessment Method was launched. BREEAM evaluates the environmental
performance of a broad spectrum of new and existing UK buildings [13].

The creation of reliable building-rating and performance measurement systems for
new construction and renovation has helped the change of corporative perceptions about
green thinking [14]. In 2000 the US Green Building Council (USGBC) in Washington,
introduced its rigorous Leadership in Energy and Environmental Design (LEED) building
rating system [15]. It was recognized just as one of several independent systems for rating
“green buildings,” today it has emerged as the leading green building rating system. Since its
inception, different approaches of analysis have been done to meet the statement that the
LEED buildings are in substantially the energy-efficient buildings, and also have been
supported by data [16, 17].

LEED evaluates building and awards points in six areas, such as innovation and
design process. The program awards points in the following categories: sustainable site (14
possible points), water efficiency (5 possible points), energy atmosphere (17 possible points),
materials and resources (13 possible points), indoor environmental quality (15 possible
points), and innovation and design process (5 possible points). Companies can earn points for
everything from brownfield redevelopment to public transportation access. LEED has four
award levels: Certified (26-32 points), Silver (33-38 points), Gold (39-51 points) and
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Platinum (52-69 points) [15]. A LEED-Gold building has 50% less negative impact on the
environment than standard building. A LEED-Platinum building has at least 70% less
negative impact [14].

More and more countries are creating their own green standards. The Green Building
Council of Australia, founded in 2002, synthesized BREEAM, LEED and other
environmental criteria into the Green Star rating system, which is specific to the Australian
environment, building practices and real estate markets [18]. India’s Green Building Council
is developing a rating system, which was launched in 2007 [19].

One of the advantages is that the certification assures prospective buyers and tenants
that the building is truly sustainable [13]. Hundreds of U.S. and international studies have
proven also the financial advantages of the green buildings. Well-designed green building, as
it is known, have lower utility costs. In its first year of operation, Genzyme Center —
Genzyme Corporation’s the LEED Platinum headquarters in Cambridge, Massachusetts —
used 42% less energy and 34% less water than standard buildings of comparable size [21].
Green buildings can also boost employee productivity by approximately 15%, in part
because they use alternative building materials that don’t have toxic emissions, like
formaldehyde, that are commonly found in standard building materials and work-places.
What is also important that the green design criteria — including abundant day-lighting,
individual climate controls and outdoor views — raise morale and employee satisfaction,
which also improves productivity [22].

What is also important to be mentioned is that the green building materials,
mechanical systems and furnishing have become more widely available, and their prices
have dropped considerably. According to Turner Construction chairman Thomas C. Leppert,
four industry studies of more than 150 sustainable buildings across the United States show
that, on average, it costs only 0.8% more to achieve basic LEED certification than to
construct a standard building [23].

LEED certification employs a variety of assessment systems for different buildings,
and it is against this background that a separate system was developed for new buildings
used by third parties, known as LEED Core & Shell; this is the system by which the
NuOffice building in the Domagkstrasse in Munich was tested and categorized.

An innovative energy concept, developed by experts of the Fraunhoferinstitut, served
as the basis for achieving LEED Platinum, scoring 37 out of 37 possible points in the
category “Energy and Atmosphere”. An absorption heat pump making use of the well
water’s heat potential and bringing it up to heating temperature stands as a true innovation on
the German market. The system runs on district heat, which has a favourable primary energy
factor, thus eliminating the need for an electric heat pump. A photovoltaic system, covering
nearly the entire roof, feeds electric power into the building and into the grid. The optimizing
of all energy-related systems during the planning and construction phase proved to be
especially valuable during the commissioning phase.

In addition to its energy performance, the NuOffice building also scored with regard
to its location: Offering excellent access to public transportation and local amenities, a
favourable bi-cycle infrastructure and an on-site electric vehicle charging station, the
building achieved 25 out of 28 points. Ecological criteria such as abundant green spaces and
100% storm-water infiltration complemented the score sheet. Targeted lighting minimizes
“light pollution”; water consumption is reduced by efficient fittings in all rental spaces while
outside spaces are completely independent from artificial irrigation.

Recycling rate of 84% construction waste, such as regional building materials, FSC
certified wood and sustainable user qualities are among the key factors contributing to the
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record score. Exemplary measures include CO2 monitoring in the rental spaces, under-
pressure in all chemically contaminated rooms such as cleaning agent and waste rooms or the
parking garage as well as relatively simple concepts such as doormats in front of all
entrances reducing dirt within the building.

The LEED category ‘“Innovation in Design” recognizes over-achievement of
requirements as well as outstanding and innovative solutions. The NuOffice building’s
projected energy savings of 53% compared with the reference case fall within this category
as well as the “Green Building Monitor” installed in the entrance area indicating current
energy and water consumption as well as photovoltaic power generation.

5. Building Properties

Turning away from the glass-walled style of office buildings that have been popular
in recent years, the windows at NuOffice are more modest in size and triple-glazed. This
means cooler interiors on hot days, reducing the need for air conditioning and less heating on
cooler days. Sensors that are installed, measure the temperature and air humidity both inside
and outside the building. This data is used to regulate the indoor climate [1, 10].

Essential concept components are targeted on use of environmentally compatible
building material, high quality of ambient air, maximum flexibility of occupancy and high
energy efficiency for heating, cooling, ventilating and lightening.

This includes excellent heat insulation, innovative systems engineering, use of
renewable energy, passive heating and cooling concepts as well as optimized daylight
concepts and artificial light. The core of the innovative energy concept is the application of
an absorption heat pump, operated by district heat having a certificated and extremely
advantageous primary energy factor of 0.122. As low temperature heat source, heat is
extracted from ground water using an adaptor to a well. With this concept, the use of district
heating in Munich will be further optimized.

The building will be equipped with a surface heating and cooling system designed for
thermal activated building constructions. During the heating period, energy supplied by the
absorption heat pump will be used while in cooling periods, a free cooling system using
ground water will be realized. However, in peak seasons, the cooling capacity will be also
actively supported by the operation of an absorption heat pump.

Basic requirement for the specified energy supply concept which has never been
realized in this form, is the development respectively adjustment of a heat pump to work
both with district heat with low supply and low return temperatures. This applies both for
heating and cooling, for which high efficiencies and suitable temperature levels need to be
maintained even with unusual operating conditions. Detailed and integrative planning of the
entire energy concept is necessary for the design of the absorption heat pump as well as the
system and its operation.

Energy efficiency solutions applied:

 Improved insulation of exterior walls will be realized with 30 cm polystyrene
instead of the conventional insulation systems with 14 cm. Improved thickness in roof
constructions will be also installed.

* Triple glazing windows with high efficient framing.

» External and internal shading-systems for west and east-facing offices,
electrochrome glass in south-oriented facade for improved overheating protection.

« Using district heat in combination with an absorption heat-pump having an overall
efficiency of 1.53.

« Use of groundwater for passive cooling.
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» Demand controlled ventilation system with semi-decentralized ventilation units that
permit high heat recoveries.

+ High efficient lighting using LED technology.

» Demand controlled artificial lighting management considering occupancy and
daylight illumination.

With all the achieved savings in operating costs Domagk - Gewerbepark is able to
offer its tenants a utility costs flat rate, which is unique on the private rental market in
Munich.

6. Future Projects

A new project has been launched end of January 2012 trying to find answers to the
question: How to enhance the overall energy efficiency of a building in order to achieve a
consumption level of primary energy lower than 60 kWh per m2 per year? A new project has
been launched in the end of January and it will be co-financed by the EU within Framework
Programme 7 (FP7). During the next four years, building and construction engineers,
architects, energy researchers, IT specialists and public authorities will work together in
order to show on three different sites in Europe how the ambitious goal can be reached. The
sites are located in Valladolid (ES), Bolzano (IT) and Munich (DE). The project is called
DIRECTION which stands for “Demonstration of very low energy new buildings”.

Based on the analysis of suitable energy efficiency technologies and their technical
and economic viability, the demonstration activity will be deployed at the sites in three new
buildings. In each of the three buildings a set of very innovative measures such as
constructive elements for energy optimization, high efficient energy equipment and advanced
energy management will be applied.

DIRECTION is set to provoke significant impacts for new buildings. The building
sector business will be boosted for very low energy new buildings. Energy consumption
reductions of more than 50% and CO2 emission reductions of more than 60% are expected.
New standards and regulations for low energy buildings need to be implemented by
European and national policy-makers. Local, national and European stakeholders including
public authorities, users and citizens at large will be kept up-to-date about the progress and
the outcomes of the demonstration [11].

The project is managed by the innovation centre Fundacion CARTIF (Boecillo —
Valladolid) who is also responsible for the demonstration activities at the Valladolid site.
Other partners of the project include DRAGADOS and 1A Ingenieros , both located in
Spain; EURAC, the Province of Bolzano and Claudio Lucchin & architetti associate, all
located in Italy and responsible for the Bolzano demonstration site; Domagk Gewerbepark,
Fraunhofer Institut fir Bauphysik and FACIT GmbH und Co. KG, all dealing with the
demonstration site in Germany. The partnership is complemented by Enginsoft SpA (IT)
dealing with software development and youris.com G.E.l.E (BE) in charge of dissemination
and communication.

7. Conclusion

One of the negative consequences that follow the development of the industry in the
world is the increased pollution of environment. This is the reason that today; one of the
crucial issues for humanity is how to preserve the environment and to reduce a greenhouse
effect.
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There are plenty of examples of “Green Buildings” in the world and their savings in
energy consumption are mostly specified and some of them have reached LEED
Certification status. The Nu-Office is an office building, located in Domagkstrasse. From an
eco-friendly point of view the Nu-Office is built to “Sustainable Building” standards and a
unique example in Germany. This building meets very high energy efficiency standards and
maximum comfort requirements.

Commissioned by Haupt Immobilien, and created with the help of both European-
funded research group DIRECTION and the Fraunhofer Institute for Building Physics,
NuOffice breezed through LEED Platinum certification. It snagged the highest rating ever
issued by the body for a building of its type. The LEED Platinum certificate was handed over
on July 1st, 2013. This project presents the latest installed achievements in this area. This is
the also very good example of merging the environmental and economic benefits.
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Absract. Constant increase in energy consumption and demand, followed by the
inevitable green house gas emissions conveys new challenges in the terms of energy
efficiency and sustainable development. Global challenge of sustainable development
implies increased renewable energy utilization, improving the efficiency of energy
conversion, lower gas emissions and reduced dependency on fossil fuels. Systematic
approach with integration of processes and technologies into polygeneration systems
reveals overall benefits of combined technologies, and pinpoints integration conditions
and possible problems. Fulfillment of these conditions is followed by a substantial use
of financial resources. Due to complicated structure and complex influences between
parameters which define the techno-economic operating conditions of these systems
their optimization is a necessity. Until now, many software with abilities for different
simulations and optimizations of energy systems have been developed. The objective of
this paper is to determine and compare features of these software, thus pinpointing tools
most suitable for the mentioned challenges of energy system design and integration.
For this purpose, a comparative analysis of available energy system software is carried
out and presented. Features, advantages/disadvantages are discussed and remarks about
features, inputs/outputs, technologies included and possibilities for integration and
system optimization are made. As a result, software with most tools and most flexibility
are identified.

Keywords. Energy system simulation, polygeneration, optimization, process
integration, software.

1. Introduction

A growing energy demand, green house gas (GHG) emission reductions and energy
efficiency improvement are common issues of sustainable development. These sustainable
development challenges, influenced by limited resources of fossil fuels led to promotion of
using renewable energy sources (RES) in the highest possible extent, often with targets set
by government bodies and/or European directives. However, challenged by the mentioned
global trends, efforts are made towards higher efficiencies, higher RES utilization ratio and
lower GHG emission in energy production. The transition problem is expanded even further
by adding factors such as: dependence of fossil fuels, availability of RES, growing energy
demand, energy market prices and other economical factors.

A logical and effective way through the transition is process integration aimed to
provide better overall energy efficiency by combining advantages of available technologies
to meet energy demands. For design, simulation and optimization of energy systems, many
software were developed in the last couple of decades. Different approaches were used for
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the design of these programs, making them suitable for different purposes, results and taking
into account different level of input data detail and affecting the precision of the results. In
order to save processing time, two types of solvers can generally be found: sequential where
the calculation is carried out for example one component at the time, and simultaneous,
where all the equations during simulation are solved at the same time. EImegaard conducted
an analysis of software for power plant process simulation and reported it was too specific
for a narrow range of problems, difficult to learn, not able to handle model problems
robustly, not very well documented in literature and/or very expensive [1,2] and analyzed the
robustness of components in the energy system simulators [3]. A comparison of software for
CHP process simulations with different problem approaches (dynamic or static) and
sequential and/or simultaneous solvers used in the software’s code are presented in [4] and
made a comparison of the simulation results of a real CHP facility using three different
simulators can be found in [5]. Building simulation software was compared by Crawley et.
al. in 2005 [6]. Many software developers have made their software more flexible and
included the possibility for design, simulation and/or optimization of hybrid energy systems,
RES utilization and availability, techno-economic factors and more.

This paper gives the analysis of the energy system simulation software, with an
energy system defined as any system capable to satisfy one or more energy demands. The
scope of this paper is to give brief descriptions about the energy system software, their
similarities, differences, features, capabilities, limitations, and help modelers to choose a
most suitable package for different tasks.

2. Methodology

A broad range of software applications has been developed for modeling and
simulation of energy systems and processes. Generally speaking, any tool capable of solving
a given system of equations may be considered a simulation tool. Nevertheless, more
specialized and more user friendly applications have been developed, and are available as
free applications and/or commercial software.

A brief survey of the energy system simulation software is presented below. The
survey contains data about the general solvers, building simulation software, hybrid energy
system simulation software, CHP and thermal power plant simulation software. Information
about the available software was gathered mostly from the available official software
documentation. The survey focuses and tries to provide data regarding most important
features of the software such as:

1. Area/purpose the software was designed for — the criteria will make a classification
of programs suitable for different modeling applications — energy system modeling,
design, optimization, building energy efficiency, process integration.

Type of simulation- static/dynamic

Solver type: simultaneous/sequential

4. Included tools and features: design, integration tools, optimization tools, LCA,
techno-economic analysis

5. Included model libraries of available technologies — a classification based on the
technologies covered in the ground file of the software (i.e. wind, solar, heat pump,
cogeneration, gas turbine, oto/diesel engines...)

6. Flexibility — ability to combine technologies into a hybrid system, ability to make

changes to the available component models.

Decision making- input/output options and results

8. Program code open to changes and interaction
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9. User interface — Graphical user interface (GUI) or command line

3. Available Simulation And Optimization Software

BEopt is a program designed for design and optimization of zero net energy
buildings: grid-tied, net-metered PV and active solar to produce as much energy as it uses on
an annual source energy basis [7]. BEopt uses DOE-2 and TRNSYS simulation engines. The
DOE-2 simulation program is used to calculate energy use as a function of building-
envelope options and HVAC equipment options. Appliance and lighting option energy
savings are calculated based on energy-use intensity factors and schedules input into DOE?2.
The TRNSYS simulation program is used to calculate water-heating loads and energy
savings for solar water heating. TRNSYS is also used to calculate annual electrical energy
production from a grid-tied PV system. For each building design, the browser will display
detailed results regarding energy consumption, costs, and options. If multiple cases exist in a
project file, a Combined Graphs output screen will be available.

BLAST is a building loads analysis and system thermodynamics (BLAST) tool,
developed by the US Army Construction Engineering Research Laboratory, USA, CERL [6].
It has a set of programs for predicting energy consumption and both energy system
performance and energy costs in buildings. Blast contains three major features: Space Load
Prediction, Air System Simulation and Central Plant. The Space load Simulator uses the
computed space loads, weather data and user described air system to calculate zone loads and
translate them to hot/chilled water, steam, and electric building demands for a central plant
system. Central plant simulation can include chillers, on-site power generating equipment
and solar energy modules in the simulation to determine final buildings consumptions. The
calculations are done using basic heat and mass balance equations in the programs simulator.
New or retrofit building energy performance with an annual consumption estimation can be
calculated. BLAST’s development has been stopped in 1998, when it was merged with
DOE2. It has a sequential solver [6,8]

DOE-2 predicts hourly energy use and energy costs of buildings taking into account
hourly weather data, building geometric description, HVAC and utility structure [6]. It is
intended for decision making about cost effective building parameters which improve energy
efficiency while maintaining thermal comfort. It consists of the following tools/features:
LOADS - a simulation subprogram for calculating sensible and latent components of hurly
heating/cooling loads for each constant temperature taking into account weather data and
building use parameters; SYSTEMS subprogram handles secondary systems, calculating
performance of air equipment (fans, coils, ducts) and corrects the constant temperature
calculated by the LOAD subprogram, and PLANT calculates primary systems (simulates the
behavior of boilers, chillers, cooling towers, storage tanks etc, taking into account part-load
of the primary equipment for fuel and electrical demand of the building. ECONOMICS
subprogram calculates costs of energy, and cost benefits of different designs or savings for
retrofits. DOE2 has a sequential solver, and its engine has been widely used by third party
developers who created more than 20 interfaces which made the program easier to use [6,8]

gPROMS [9] is a platform for high-fidelity predictive modelling for the process
industries developed by Process System Enterprise (PSE). It consists of gProms model
builder supporting a wide range of functions such as: model development from first
principals or existing model libraries, validation of models against experimental data using
parameter estimation and experimental design, use of models for model based activities i.e.
steady state and dynamic simulation and optimization. Models can be exported using CAPE
OPEN tool [10] for further use with other PSE tools allowing gProms model to be
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incorporated as steady state unit operation within a flowsheet tool such as ASPEn or Hysis;
or incorporated in mathworks or simulink where continuous time and discrete time are
supported; or exporting models into mathworks mathlab.

RETScreen Clean Energy Project Analysis Software [11] is a free-of-charge
software for evaluating the energy production and savings, costs, emission reductions,
financial viability and risk for various types of Renewable-energy and Energy-efficient
Technologies available in many languages. Software development was supported by the
Ministry of Natural Resources of Canada. The software is designed to make comparison
between for example conventional “base case” technologies and clean energy “proposed
case” technologies. It features cost analysis, GHG analysis, sensitivity and risk analysis
based on the Monte Carlo method and a financial summary for the given energy model.
Energy models included are: wind energy, small hydro plants, photovoltaic, biomass heating,
solar air heating, solar water heating, passive solar heating, ground source heat pump and
CHP.

INSEL is a general-purpose graphical programming language, which can generally
solve any problem of computer simulation. Its has a descriptive code, and is open for adding
additional user specified models. The basic version of INSEL has been developed during the
period 1986 to 1991 at the German University of Oldenburg in a project of the former
Federal Ministry of Research and Technology BMFT [12,13, 37]. INSEL features modules
for simulation solar irradiance simulation, photovoltaics and solar thermal
applications. Highly efficient stochaistical algorithms can generate time series in hourly
resolution from the monthly data for one or more years, with the correct year-to-year
variability of the synthetic data. Software has weather data and can simulate market
available PV modules and inverters, solar heating and cooling, energy storages with fully
mixed and stratified tank modules, several models of heat exchangers and solar thermal
cooling with absorption technology or open air-based sorption systems, but also solar power
plants (parabolic concentrating with direct evaporation and thermo oil circuts, solar tower
systems, Dish- stirling Machines and up wind power plants. The software has flexibility of
creating system models and configuration which is both useful and interesting feature.
However, this software is intended just for simulation, not optimization, but it is free of
charge [37].

TRNSYS is software for transient simulation and optimization of energy systems,
developed at the University of Wisconsin, USA. [15-19, 37]. It has a complete extendable
simulation environment for transient system condition simulations, as well as multi zone
buildings. It is a tool aimed for validation of new energy concepts, from simple systems
through buildings and their equipment as well as determination of strategies for control and
alternative energy systems, weather, thermal and hydro storage... It has an open modular
structure which enables adding custom/user made component models by using standard
program languages. It can also be connected to other applications for post processing or
interactive connection during simulation. TRNSYS consists of the following component
modules: Solar systems (thermal and PV), Zero energy buildings and HVAC, Renewable
energy sources, Cogeneration and fuel cells, and generally it’s engine is capable of
simulating anything requiring a dynamic simulation. It has tri sub-applications: Simulation
Studio, TRNBuild — interface for building data input, EDITOR used for creating self
executable applications for further distribution. A frame of a new component or modification
of existing components can be created/modified using FORTRAN wizard. Apart from a large
number of included components and technologies, and additional component libraries
available online, its open structure makes it a very useful, flexible and powerful dynamic
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simulation tool. It is referred to as the most complete solar energy system modeling and
simulation software in [16], although it is capable of precise dynamic simulation of a far
larger extent of energy systems.

ENERGY PRO Energy pro is a comercial modeling software package for techno-
economic modeling, analysis and optimization in complex energy projects with a combined
supply/demand of electricity, thermal energy — steam, hot water or cooling using multiple
production units to meet the demands [20]. It covers a wide range of technologies for the
production of heat and electricity. It consists of models of CHP, gas engines, boilers, thermal
storage, industrial cogeneration plants for the production of heat, electricity and steam and
hot water, absorption and electric chillers for trigeneration, biogas and other types of fuels,
but also wind plants and solar thermal and photovoltaics as renewable energy sources. The
program gives time-step simulations with different time steps and time function performance
curves for different technologies. Factors such as priority of usage of a given technology
(production unit), market prices, performance time curves and so on can be accounted for
and simulated in the program by using weighing factors. Great attention has been made
towards economic factors, prices tariffs, taxes and so on and the optimization can be don
according to these factors. It can also make calculations of CO2 and NOx emissions, heat,
cold and electricity storage, electricity markets with different tariff systems. All components
in the simulator, except for economics and finance, and solar and wind farms, are modeled as
black box, with input and output flows from a virtual border made around the component.
The solar and wind simulations are done with more detail, based on weather data and other
relevant parameters. The solver is capable of annual simultaneous simulations with constant
time steps and values kept constant during these time steps. Simulation can be split in to
monthly or weekly sequences for faster processing, with the precision dependent on the
quantity and detail of input time step data. The software brings possibilities for integration of
multiple production sites, thus it can be used for large scale system planning, district heating,
cooling and so on.

CYCLE TEMPO [21] is a program for thermodynamic modeling and optimization
of systems for the production of electricity, heat and refrigeration, developed at Delft
University of Technology (TU Delft). It is used for stationary operating conditions of energy
and refrigeration systems. It has a combination of sequential and simultaneous solver [4,5].
The primary aim of Cycle-Tempo is to calculate the size of the relevant mass and energy
flows in the system. It is possible to set the number of types of apparatuses, and the way in
which they are interconnected. The program contains of a large number of models of
apparatuses and pipes for creating a system model. This almost unlimited flexibility is a
significant advantage over many existing programs in which the system configuration cannot
be varied, or only to a limited extent. Cycle tempo input dialogs are used to enter pressures,
temperatures and compositions of working fluids. Calculated energy and exergy values are
used for assessment of the properties of the modeled system. If a calculation is successful,
you can interactively create Q, T and value diagrams of one or more heat-exchanging
apparatuses, as well as state diagrams (Mollier and T, s diagrams) of (part of) the process.

DNA [22] is a energy system simulation tool developed at the Technical University of
Denmark, available free of charge, capable of handling models of any kind of energy system
based on the control volume approach [2, 23]. It can handle both steady state and dynamic
simulations as well as optimization of several types of energy systems: steam turbines, gas
turbines, fuel cells, gasification, refrigeration and heat pumps for both fossil fuels and
different biomass types. It has a sparse matrix based simultaneous solver [2,4] and is capable
of handling discontinuities in dynamic equations. The component library consists of Heat
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exchangers, burners, gasifiers, turbo machinery, fuel cells, fuel pretreatment, energy stores,
engines valves and controllers. Additional components may be implemented written in
Fortran 77. It does not feature a graphical user interface, on the contrary, it can be referred to
as a modeling language or as a command line program which passes and compiles the
language. It is well documented and available online free of charge.

ENERGYPLUS EnergyPlus is building performance simulation program that has its
roots in the BLAST and DOE-2 programs. It was originaly written in Fortran 90 BLAST
(Building Loads Analysis and System Thermodynamics) and DOE-2 were both developed
and released in the late 1970s and early 1980s as energy and load simulation tools.
EnergyPlus is an energy analysis and thermal load simulation program, developed by the US
Department for Energy. It is very well documented. The EnergyPlus program is a collection
of many program modules for calculating the energy required for heating and cooling a
building using a variety of systems and energy sources by simulating the building and
associated energy systems when they are exposed to different environmental and operating
conditions. The core of the simulation is a model of the building that is based on fundamental
heat balance principles. EnergyPlus is an integrated simulation tool which means that all
three of the major parts, building, system, and plant, must be solved simultaneously, unlike
its predecesors DOE-2 and BLAST which had sequential solvers. The simulation can be
based on user defined sub hourly time steps. There are many modules which can be included
in the simulation. The program requires google sketch up with an Open studio plug in for
building modeling and zoning. It has an open code, which makes it flexible for user created
modules and components, and the provided IDF editor can be used to review and edit
existing modules. It has modules for simulationg: surface heat balance; climate and weather,
sky, solar/shading; solar radiation reflected from external surfaces, daylighting and window
calculations, air heat balance, building system simulation system; loop based HVAC,
equipment sizing etc; demand limiting, on-site generation; Atmospheric pollution
calculations that predict CO2, SOx, NOx, CO, particulate matter, and hydrocarbon
production for both on site and remote energy conversion and some economics, however it
cannot perform LCA analysis, however the output data can be fed to another program that
does [24-26].

EES (Engineering Equation Solver) [2,4, 27] is a general equation solver. It gives
the numerical solution of a set of algebraic equations, differential and integral equations, it
can be used for optimization, provide uncertainty analyses and linear and non-linear
regression and generate publication-quality plots. IT also has many built-in mathematical and
thermo-physical property functions useful for engineering calculations. It is mainly used for
steady state simulation, and uses a robust implementation of the Newton matrix techniques.
Although it can be used for dynamic simulations as well, the implemented ODE solver has
limited efficiency.

MATHLAB/SIMULINK [2,4, 28] is a commercial tool for modeling, simulating,
and analyzing dynamic systems. Simulink provides a graphical user interface (GUI) for
building models as block diagrams Simulink includes a comprehensive block library of
sinks, sources, linear and nonlinear components, and connectors, but it is also possible to
customize and/or create new blocks. It is mainly indented for control system design and not
well suited for closed loop systems, which is often the case with energy systems[2]. It has
access to mathematical features available in Mathlab.

Aspen HYSYS [2,4,29] process modeling tool for conceptual design, optimization,
business planning, asset management, and performance monitoring for oil & gas production,
gas processing, petroleum refining, and air separation industries. offers a comprehensive
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thermodynamics foundation for accurate calculation of physical properties, transport
properties, and phase behavior for the oil & gas and refining industries, and a
Comprehensive library of unit operation models including distillation, reactors, heat transfer
operations, rotating equipment, controllers, and logical operations in both the steady state
and dynamic environments, GHG calculations. It has modular operation combined with the
sequential solution algorithm.

WINDALLI is a general modeling and simulation system capable of solving a system
of semi-explicit differential algebraic equations [2,4], initial value problems, and can handle
discontinuities. It has two sub-programs: Free Pascal Editor and Simulation. It uses dll
(dynamic link libraries). It is available free of charge online. It is very flexible since Models
can be created in practical any programming language (Pascal, C++, Fortran...), and it is
possible to a user-supplied solver instead of the accompanying equation solver. It was
developed at the Technical University of Denmark and is available online free of charge [30]

GATE CYCLE [31,32] is a commercial software developed by “GE Enter” software
company for analyzing design and off-design performance of combined cycle plants, fossil
boiler plants, nuclear power plants, cogeneration systems, combined heat-and-power plants,
advanced gas turbine cycles and many other energy systems. It can be used for quick
assessments, detailed engineering, design, retrofitting, re-powering and acceptance testing.
Its has a modular “component-by-component approach” and advanced macro which make it
flexible for modelling different system configurations. It can handle the following problems:
Conceptual plant design, detailed design work, Parametric studies, Feasibility studies, Pro-
formas, “What-if” analysis, Plant retrofits/re-powering. It can also be used for financial
optimization of thermal power plants. It can be used for steady state simulation which is
carried out via sequential solver [4,5].

UNITED CYCLE software was developed by the “Power Machines” (PM)
corporation and the Technical University in Sankt Petersburg for the PM steam and gas
turbine manufacturer [4]. The software is based on more than two decades of experience in
computer simulations, developed component models and algorithms, and accumulated
experimental data. It provides accurate calculations of steady state regimes for detailed
energy flow paths of a plant for a complete range of operational loads. A sequential modular
algorithm solves the mass and energy balances for both the overall system as well as all
individual components, and detailed reports for each are generated automatically. The
software was designed for investigating analyzing and designing of real thermal power
plants, with much detail regarding fluid flows in all operating load regimes. Guarantee
characteristics and power curves as well as technical boundaries of the working regime
parameters are calculated using United Cycle. Since the manufacturer has typical structural
configurations, the content of heat flow schemes and a set of equipment with known
characteristics, the optimization of technical schemes is carried out with a goal of finding the
best solution out of a few technically reasonable configurations [4,5].

Invert simulation tool is a “dynamic bottom-up simulation tool” applicable on
existing building stock. It can simulate heating, cooling, domestic hot water, solar thermal
systems, rational use of energy as well as renewable energy sources (RES) based on
electricity supply, heat production (RES-CHP) and bio fuel production. It is designed for
comparative and quantitative sensitivity analysis of promotion schemes for rational energy
use, and renewable energy utilization, as well as GHG reduction. The program models the
decision making process for the investor, taking into account market restrictions, technical
and non technical barriers, incentives etc via “dynamic resource curve approach” [35].
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HOMER (Hybrid Optimization software tools of hybrid systems) is a software
developed by NREL (National Renewable Energy laboratory, USA) [33]. It is the most used
optimization software for hybrid systems. It is capable of optimization of hybrid systems
consisting of photovoltaics, batteries, wind turbines, hydraulic turbines, Ac generators, fuel
cells, electrolyzers, hydrogen tanks, AC-DC bidirectional converters and boilers. The loads
can be AC/DC ,hydrogen loads and thermal loads. The simulation is based on one hour
intervals during which the input parameters remain constant. HOMER models a power
system’s physical behavior and its life-cycle cost, which is the total cost of installing and
operating the system over its life span. HOMER can model grid-connected and off-grid
systems serving electric and thermal loads, and comprising any combination of photovoltaic
(PV) modules, wind turbines, small hydro, biomass power, reciprocating engine generators,
microturbines, fuel cells, batteries, and hydrogen storage. HOMER performs three principal
tasks: simulation, optimization, and sensitivity analysis. It does not model electrical
transients or other dynamic effects, which would require much smaller time steps instead,
HOMER models primary load (electric demand that must be served according to a particular
schedule), deferrable load (electric demand that can be served at any time within a certain
time span) and thermal load (demand for heat) The fundamental principle that HOMER
follows when dispatching the system is the minimization of cost. HOMER represents the
economics of each dispatchable energy source by a fixed cost per hour, and a marginal cost
of energy per kW/h, which represent all costs associated with producing energy with that
power source during that hour [33].

4. Conclusion

Many decisions about the configuration of the system need to be made during energy
system design: What components does it make sense to include in the system design? How
many and what size of each component should you use? What operating strategy is the most
efficient? What operating strategy offers the greatest cost saving?

There is a large number of technology options and the variation in technology costs
and availability of energy resources make these decisions difficult. Many of the reviewed
software try to help in the mentioned modeling phase. There is a number of software
solutions as tools for determining energy performance of a system or a building (Object) and
help in decision making. After the decision making phase, based on the chosen technologies
for integration, many software give possibilities for system performance optimization in
different operating regimes and/or evaluation based on LCA, costs, energy savings, GHG
emissions and other economic and financial factors.

Most of the reviewed programs have to a graphical user interface, however, some like
Windali and Insel for example, have command line interface which may be more difficult for
the end user. Some of them have sequential solvers (BLAST, DOE-2, Aspen Hysis, Gate
Cycle, Camel), simultaneous solver ( EnergyPlus), or the combination of sequential and
simultaneous solver (Cycle tempo, Energy Pro). There are also general solvers, which can
simulate any model given by a set of equations, such as Insel, Windali, EES.

Many of the software reviewed focus on simulating, estimating and optimizing energy
system coupled with a building (object), thus analyzing its performance, such as Blast,
BSim, DOE-2, Trnsys, Energy Pro, EneegyPlus, and A building performance thermal
analysis tool by Mendes et. al. There is number of programs for simulating hybrid systems
(Hybrid2, Homer, Trnsys, and some of them are more oriented towards to solar technologies,
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for example Insel, HOMER. Programs suitable for simulating power plants are DNA, GATE
CYCLE, CogenPro.

Most of the software are designed for steady state simulations, however many use a
quasi dynamic approach where the variables have constant value during a given time step
(DOE-2, Energy Pro, HOMER, HYBRID, HOGA, CAMEL ) which is usually set to one
hour or can be user defined in some cases. Software capable of dynamic simulations are
DNA, TRNSYS, Simulink, DNA, Bsim. Nevertheless, for many processes, the quasi static
time steps are sufficient for engineering purposes due to the physical nature and inertia of the
process.

Most of the programs come with a modular structure, which makes them flexible and
suitable for a variety of system configurations. Some, like Ecotect, gproms, insel, Trnsys,
Hybrid2 or open code for adding user made components to the system configuration like
Trnsys, DNA, Energy plus, Mathlab/Simulink, WinDali, making them suitable for simulation
of almost any system configuration.

Software capable of doing optimization is TRNSYS, ENERGY PRO, DNA,
ENERGY PLUS, EES, Aspen HYSIS, Homer. Some of the software take economic and/or
financial factors for the optimization, for example HYBRIDZ2, Invert, Aspen HYSIS,
EnergyPRO, RetScreen, Doe-2. The programs that is capable of performing LCA analysis is
HOMER.

Generally, energy modeling is a solid tool for evaluation relative energy use, and not
for predicting absolute energy use, since an estimation can be made on the performance
various types of technologies, whilst an actual estimation energy performance cannot be
made because this is usually beyond the predictive capabilities of the software since it is
influenced by many uncertain factors.
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Inverse Calculations In Prevent Crisis Phenomenon
of Socio-Economic Systems

L.V. Borshchuk, B.E. Odintsov, V.D. Shkvir

Abstract. Possibilities of the inverse calculations apparatus in management of
economic systems stability were shown. The apparatus of inverse calculations was
demonstrated on the example of the impact of some bifurcation point system.

Keywords: inverse calculation, stable development of socio-economic systems,
point of bifurcation system, attractors, dissipative processes.

1. Introduction

Classical science of forecasting, based on a causal paradigm did not justify the
expectations laid on her in most cases, because great number of shock humanity crises,
breaking out in XX and beginning of XX1 of centuries, were not foreseen. Different on a
scope and depth (global and local, financial and technogenic, political and social, ethnic and
intergovernmental), they generated disbelief in a scientific prediction in a long-term
prospect.

Pessimism gradually began to be transformed in a hope and confidence as far as the
transfer of another look to the evolution of the socio-economic systems earlier known under
the name Physics of non-equilibrium processes, the establishment of which led to the
emergence of concepts of self-organization and self-development systems. Later, due to H.
Haken, this scientific direction got the name of synergetics [2], the main task of which
consists of search steady, adequate methods of organization the processes in system. Such
approach is new for an economy and sociology but has been successfully used in
mathematics, physics, chemistry, cosmology, ecology, biology, etc. However in an economy
this approach carries especially theoretical character while, remaining at the level of quality
recommendations. The real report carries practical character in which synergetics ideas will
be realized by reverse calculations.

2. Formulation of the problem

A new look at the development of socio-economic systems requires their
consideration through the prism of undeniable fact that all natural laws are reduced to the
corresponding laws of maintenance. It is possible to do an important conclusion: any
behavior of the system is sent to self-preservation, i.e. on that stable state which will allow
her further existence and development. The search of the stable state is possible if the
reflection behavior of the system using nonlinear dynamic models, usually containing
various kinds of nonlinear differential equalizations.

Study and analysis of basic ideas of this scientific direction are theories of
bifurcations, theory of catastrophes, theory of complication, fractals and chaos shows that the
main efforts of scientists focused on prediction of the development process or the behavior of
systems. However to predict the future state of an unstable system and subsequently
uncontrolled change in the trajectory of its development, is not enough. Timely interference
is required to prevent the crisis. It should be emphasized — this is not about maintaining the
myth, as external affecting on difficult system the trajectory of her behavior can be changed
in accordance with the wishes of subject without every account of her nature (structures).
Times of such illusions had passed. Practice showed that influencing on the system of strict
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measures can be achieved only short-term effect, because the system sooner or later will
come to one of the stable states, which adequate to her nature. Therefore we must know the
nature of the system its structure that will allow with minimum efforts direct the process of
her development exactly to her. Intervention should not be "administrative”, but "soft”, that
is taking into account a structure which provides the stable state of the system. In our view
not enough attention is spared to this problem that requires the search of ways to fill this gap.

3. Results of researches

Dissemination of ideas and principles of simulation processes of evolution and self-
organization of biological, chemical and other systems using nonlinear dynamics on the
socio-economic phenomena required for analyze the number of concepts before in an
economy not used. The points of bifurcation, attractors and dissipative processes belong to
such concepts.

Under bifurcation of some system is understood transformation of her phase portrait
as a result of changes in parameter values. The point of bifurcation determine by overcoming
the parameter of his threshold in result what system will be in the unstable state, determines.
The same actions can cause opposite results even at small changes in critical, it is the
bifurcational area of system parameters. In the point of bifurcation the system qualitatively
changes its behavior heading to one of regular attractors.

In basis of concept the attractor is a fundamental aspiration of all the systems to self
preservation. All pure exists so far as it is able to resist external influences in the gradual
moving toward the stable state. Therefore under the attractor in generally understood that
stable state which is currently aspiring system. As it applies to the socio-economic systems it
is possible to use the aim formulated subjectively.

Overcoming of bifurcational point can come natural by the not controlled way (by the
method of tests and errors) or purposefully on basis in time generated management abilities
of the for adjustment the trajectory of system behavior. Not controlled process is fraught with
the system to reach an erroneous path that is one of the many unsustainable development
trajectories that will eventually be destroyed by dissipative processes. Dissipative processes
that were imposed by 1. Prigogine are chaotic processes leading to dissipation of energy,
matter and information [1]. They serve as the instrument of "natural selection” correct path
of development, which corresponds to one of the attractors.

This raises justifiable desire to accelerate the system's output to the desired attractor,
saving time and costs for development of unstable structures and their subsequent destruction
of the dissipative processes. For this purpose in the point of bifurcation or its outskirts is
necessary to carry out fully certain changes in the values of factors because of which depends
subsequent development of the system avoiding in the same time the phase of tests and
errors.

Directing a process in a necessary river-bed is possible by means of reverse
calculations producing managing measures in determined and stochastic environments.
Theory of such calculations was expounded in [3], applicable also and for forming of
decisions in an indefinite environment.

The task of the bifurcation theory, built on the basis of a qualitative analysis of
singular points of a dynamical system is to identify conditions for stability of the system,
depending on the parameters of the system. Some values of last, named bifurcational, entail
quality changes in behavior of the system. In the vicinity of the bifurcation point, system
after some stay in a state of instability continues the motion in the direction of the attractor
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chosen by chance. To make this choice was more directed, we define the behavior of the
system, depending, for example, two variables, using nonlinear equations of the form

F(xy,u,u,u,) =0, 1)
where XY - the variables defined in some space;
U(X, y) - unknown function;
Uy, U
XUy partial derivatives on Xy ;
If a task solves analytically, then it is possible to get a decision as a general integral that is
equal

D(x,y,u,r)=0

where I - a parameter.

Further, as a result of qualitative analysis of this equation is defined threshold value of
parameter ' which is a bifurcation point. Through this point can pass two or more branches
of decision of this equalization. It is known that at passing of parameter through a
bifurcational value can occur splitting for a few special points or may be a new cycle [4].

For the search of "soft” managing actions on the behavior of the object should first
enter the initial (actual) values of variables and determine the value function in some
approximation to the bifurcation point:

Up =U(Xo, Yo.To — &) 3)

2

Ih—¢ . . . D
where 0 - the bifurcation parameter value in some his vinicity.

To obtain the control actions for the formulation of the problem of inverse
calculations additional information of subjective property is needed, namely: increase of

functioniAu; reflecting the desired approximation to the attractor, the priorities in

increments of variables is equal & and p , as well as trends in the changes of these variables
(plus or minus). Then the gotten decision will be complemented by the following
information:

ug =u(xg (@), Y5 (A).1o — &) B

+ +
where X0 (a), Yo (A) - positive or negative increase of variable depending on the
prioritization of the ways to achieve goals.

To find the control actions necessary to solve the following problem of the inverse
calculation:

Up T Au=U(Xg £ AX, Y, £ Ay, 1p)
AXO _a

A
Yo B . ®)

- purpose of controlling the behavior of the system (desired gain of

the function u(xy) );

where tAu
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+ Ax,TAY - the unknown increments of variables having maintenance of
managing influences.

The example with the prepared decision of differential equalization consider in [ 5 ].

The brought raising over of tasks require knowledge of the responses to a number of
important issues, for example: How to identify the future structure of the system that best
suits its nature? How to estimate and choose a socio-economic attractor that by the best
character corresponds to the guided process? What is necessary to undertake, if passing the
parameter through a bifurcational value breaking up of the special point on a few happened?
How to set the problem of inverse calculations, if you have multiple parameters? Answers
for these questions will allow develop the real levers of influence on the processes of socio-
economic nature.

4. Conclusions

Let's note that always person will need to influence the course of certain events,
processes or objects. And if these processes or events can be presented analytically
(differential or by other equalizations) and the aims of influence are known then the vehicle
of reverse calculations that shown on the example of influence in some bifurcational point,
will be claimed in any case.
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Abstract. The project BG051PO001 - 3.3.07-002 "Student’s practices" implemented
by the University of National and World Economy in partnership with the Ministry of
Education and is co-financed by the European Social Fund. Its objectives include
improving the quality level of education by providing opportunities to gain experience
and improve the practical skills of students of University of National and World
Economy in accordance with the needs of the labor market. The paper examines aspects
of information management and monitoring of the project and formulates conclusions.
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1. Introduction

Implementation of activities under the project requires active involvement of the
various information and communication technologies. One of the major information
problems of the project is the option for students who have been approved by employers to
generate their contracts without fulfilling some of the requirements of the Ministry. Similar
approach to freedom when signing contracts transmitted flexibility of the project, but without
excessive effort by the university staff to monitor individual cases. This has a direct impact
on verification costs. The paper addresses the issues of prior approval of the student contracts
with specially developed software.

2. Approach to pre-approval of contracts

Approach is based on the following main actions [2] (Figure 1):
e Sending a student request;
e  Verification of the request;
e  Verification of student status (Figure 2).
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Sending a student
request

Sending automatic Verification of the
response to student request

Processing request
with specialized
software

Verification of
student status

Figure 1. Pre-approval of contracts
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Figure 2. Student status

e  Processing request with specialized software;
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e Sending automatic response to student.

3. Software for pre-approval of contracts

For pre-approval of contracts University of National and World Economy has
developed specialized software. For its development are attached some of the technological
specifics described by Milev [1]. At Figure 3 is presented the design of the main screen of
this software.

‘a_l CrysewTcku npakTvky - YHCC

[7] Hauan+aTta nata Ha NPaKTM4ECKOTO OBYYEHHUE HE & B CeAMMLATA, Ceasallla NPUeMaHETO Ha AOKYMEHTUTE

[7] Hanuume Ha rpaguk, B KoitTo HaYanHaTa AaTa HE CHBNAAA C NOCOYEHaTa B AOrOBOPa W B NPOPUNE Ha CTYASHTa
[7] B rpacuka He ca Hanuurm 240 acTpoHOMUYECKH Yaca

[] TpadmksT € ¢ NpoaLIXMTENHOCT paBHa MMM No-Manka oT 3 Meceua

[] WmeTo Ha meHTOpa He durypupa B NPOdINa Ha CTyARHTE

[] MpadmksT He & NoTEBPAEH OT MeHTOpa

[ He e nsbpaH e akapemuueH HacTasHUK

[7] Akapemu4HWAT HACTABHMK HE € NOTBBPAMA CTYASHT

[7] B nporpamara He ca nnanuparm aeiHocTM 3a 240 vaca

[ Mporpamara He & noTebpAHa OT HacTaBHMKa

Ha}lano - - Kpan
09 opespyapn 2014r. [E1hg 09 mait

Figure 3. Main screen of the software

With the use of this software an automatic response is generated that is sent to the e-
mail address of the student. Below is presented a fragment of the source code of the
software.

[STAThread]
private void CopyToClipboard()

{
bool checkOK = true;
int i = 1;

foreach (Control c¢ in this.Controls)
{

if (c is CheckBox)

{

CheckBox cb = c as CheckBox;

if (cb.Checked == true)
{

content = content + i +
checkOK = false;

+ cb.Tag + Environment.NewlLine;
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i++;

}

string finalText = content + Environment.NewLine;

if (checkOK)
{

finalText = this.home + Environment.NewLine + contentOK1 +
this.signature + Environment.NewlLine + contentOK2;

}

else

{
finalText = this.home + finalText + this.endNotOK +

Environment.NewLine + this.signature;

¥
Clipboard.SetText(finalText);

foreach (Control ¢ in this.Controls)

{
if (¢ is CheckBox)
{
CheckBox cb = c as CheckBox;
cb.Checked = false;
}
}

this.dateTimePickerBegin.Value = DateTime.Today;
this.dateTimePickerEnd.Value = DateTime.Now.AddMonths(3);

4. Conclusion

The main purpose of University of National and World Economy with this project is
to provide students with knowledge, skills and competencies as a result of training and work
in a real practical environment that creates opportunities for better realization in accordance
with the requirements of the labor market. For the period of the project University of
National and World Economy provides to conclude the contract with about 3,000 students.
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1. Introduction

The project BGO51PO001 - 3.3.07-002 "Student Practices" (the project ends on
October 31, 2014) is implemented by the University of National and World Economy in
partnership with the Ministry of Education and is co-financed by the European Social Fund
[3]. Its objectives include improving the quality level of education by providing opportunities
to gain experience and improve the practical skills of students of University of National and
World Economy in accordance with the needs of the labor market.

2. Process of contracting

Applications, conducting and reporting of the project is fully built web-based
platform. In this way, the project creates a good practice for e-government public works
project, which is a factor for effective administrative policy similar to that described by
Kirilova [1]. For the period from July 1, 2013 to February 10, 2014, the number of contracts
for student practice in the University amounted to 2110 units (Table 1):
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Table 1. Number of contracts

Registered students Number of Number of
Date within the practices practices Number of
information system |  confirmed by confirmed by contracts
of the project employers students
04 October
2013 4073 1479 1188 770
31 January
2014 6163 3136 2969 1930
07 February 6408 3262 3101 2110

2014

A graphical representation of the registered student is given in Figure 1.
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Number of contracts

Number of practices confirmed by students

Number of practices confirmed by employers

Registered students within the information system of
the project
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Fig.1. Number of registered students and signed contracts
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3. Trends and forecasts

Table 2 shows the distribution of the number of contracts awarded by weeks of

project start 07.08.2013 until 13.01.2014 inclusive.

Table 2. Number of students started their practical training by weeks

Date Number of started
8.7.2013 47
15.7.2013 49
22.7.2013 33
29.7.2013 61
5.8.2013 32
12.8.2013 46
19.8.2013 34
26.8.2013 29
2.9.2013 42
9.9.2013 18
16.9.2013 19
23.9.2013 18
30.9.2013 56
7.10.2013 61
14.10.2013 65
21.10.2013 114
28.10.2013 114
4.11.2013 95
11.11.2013 69
18.11.2013 78
25.11.2013 86
2.12.2013 138
9.12.2013 78
16.12.2013 92
23.12.2013 15
30.12.2013 40
6.1.2014 5
13.1.2014 109
Total 1643
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To reflect the estimate for completion of the student to September 30, 2014 in the
formation of the forecast provided contracting to July 31, 2014 Figure 2 shows the graphical
distribution of the number of contracts awarded to students by the weeks tend to July 31,

2014.
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Figure 2. Numbers of contracts awarded to students by the weeks tend to July 31, 2014

Assuming thus formed is a tendency to contract it in Table 3 we can represent the

expected number of students

by the weeks to July 31, 2014

Table 3. Number of students who are expected to start their practical training by
weeks to July 31, 2014

Number of students who are expected to start their

Date practical training by weeks

20.1.2014 101
27.1.2014 101

3.2.2014 101
10.2.2014 101
17.2.2014 101
24.2.2014 101

3.3.2014 101
10.3.2014 101
17.3.2014 101
24.3.2014 101
31.3.2014 101

7.4.2014 101
14.4.2014 101
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21.4.2014 101
28.4.2014 101
5.5.2014 101
12.5.2014 101
19.5.2014 101
26.5.2014 101
2.6.2014 101
9.6.2014 102
16.6.2014 102
23.6.2014 102
30.6.2014 102
7.7.2014 102
14.7.2014 102
21.7.2014 102
28.7.2014 102
Total 2836

4. Conclusion

All the above gives us reason to believe that at started until now 1643 students (total
contracts signed until now is 1780 units) and expected number of started to July 31, 2014 is
2836 students , the total number of completed practical training project can reach 4479 units.
For the universities is an important participation in such projects and their management. It
would be interesting the possibility of linking some of the data from such a system in
university internal information systems, such as those for research projects. Similar
approaches are described by Milev [2].An additional argument in favor of this prediction is
of great interest to students of University of National and World Economy in project
"Student practices" which is confirmed by the number of registered students and the number
confirmed by an employer that with the onset of the summer months of 2014 can be expected
to get increased.
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1. Introduction

The project aims to achieve high goals, related to improving the quality of education
of students, as well as their further development, shortening the distance between them and
the employers. Here are the main reasons for creating this project [3]:

e The quality of education needs to be improved by providing opportunities for
practical experience and improving the practical skills of University students
to the needs of the labor market;

e There’s no stable relationship between educational institutions and the real
business, which is a premise for the inability of young people to find jobs
after successfully graduating;

e Students need incentive to take the initiative to participate in extracurricular
classes and to experience a real working environment;

e  Universities need to modernize their curriculum in order to be most useful
for the needs of the market;

e Employers lack the established mechanism by which to make qualitative
selection of future business executives.

2. Basics

First of all, the candidates for participation in this project must be included in the
Register of current and discontinued students and PhD students, supported by the Ministry of
Education. In this regard, the work and problems of this register are similar to other public
records with data reviewed by Kirilov [1]. Participation in the project can be once for each
degree of the students (once as a "bachelor" and once as "master"). The practical training
should mandatory match the student’s specialty or professional field and be carried out
within 240 astronomical hours according to a preliminary program. It should be different
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from the provided in the academic curriculum of the relevant specialty or educational degree.
Training is conducted by and under the supervision of an employee of the organization
employer mentor and under the guidance of university professor — academic mentor. Those
interested in applying can do so by registering a personal profile on the official website of
the project - http://praktiki.mon.bg/sp, providing the necessary data and consistently perform
the necessary steps. After successful registration, the student has the opportunity to review
the automatically filtered from the web system ads that match his/her professional field and
if interest in any of them he/she can apply. Follows a selection by the employing
organization which includes review of the student’s profile information and discretionary
company chooses the candidates they prefer. Upon approval the student has 5 working days
to confirm his participation in the practical training. Upon confirmation the student has to
give his/her bank account, which is exclusively personally his/hers, where the scholarship
will be transferred upon successful completion of training.

Upon successful completion of the project the student prepares a final report on its
activities, which should be checked and confirmed by the academic mentor and the employer
mentor. Electronic confirmation of the completed practice meets modern principles of
methodological foundations for the development of electronic services described by Kirilova
[2]. In this regard, the project is innovative and implements best practices of e-institutional
management. Everyone involved in the program receives a certificate that can serve him/her
in awarding academic prizes if the university has planned ones. Students that entered wrong
information in the web system lose the right to participate in the project and give back the
received scholarship. “Student practices” is a project that not only allows students to gain
real experience in the business environment, but also helps employers to make a qualitative
selection of future employees for their companies. Officers working on the project are
engaged actively with information campaigns among potential employers’ organizations and
continuously increase their number.

3. Statistics

Let’s take a look at some of the statistical distributions about the project, namely:
e Distribution of participants by gender;
e Distribution of participants by age;
e Distribution of participants by cities;
e Distribution of participants by cities outside Sofia.

Distribution of participants by gender is presented at Figure 1. In gender distribution
of the participants in the project the women overweight, which is not surprising since many
of them are stronger interested in education and have more responsible attitude towards it.
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62%

= Male Female

Figure 1. Distribution of participants by gender

Distribution of participants by age is presented at Figure 2.

88%

m Above 23 = Under 20 20-23 years old
Figure 2. Distribution of participants by age

The lowest number of participants was observed in the age group with an upper limit
of 20 years (only 2%). Students from this group are usually the first year of their training
course and are not strongly interest in participating in provided extracurricular activities. The
second group of students is between 20 and 23 years of age. They tend to show a significant
increase in the interest in student practices. Students in this age range enter into their real
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training in the fields have chosen and they are focused on acquiring additional skills training
for the real business environment. In the last third group of students over 23, the percentage
of those willing to participate in practical training is again reduced (10%). During this

period, students usually are looking towards searching a real job they already have the
necessary training skills for.

Distribution of participants by cities is presented at Figure 3.

m Sofia Other cities

Figure 3. Distribution of participants by cities

Statistics show that 94% of students who participate in practices choose to do so in
Sofia. The fact is indicative that young people prefer to be realized in the capital, believing

that it offers the greatest amount of opportunities. Only 6% of participants in practical
training choose a smaller city than Sofia.

Distribution of participants by cities outside Sofia is presented at Figure 4.
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Figure 4. Distribution of participants by cities

After Sofia, as the most desirable city to conduct the practice appears Kyustendil.
Surprisingly the city, which is placed at number 23 in population in Bulgaria, has a
significant percentage of students studying the project, surpassing even crowded cities like
Plovdiv, Varna and Burgas.

4. Conclusion

The paper examined the basics about project “Student practices” at UNWE. Statistical
distributions were represented by different criteria, with data actual to 01 of November 2013.
The paper confirms the opinion about the importance of this project to the public society.
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The paper presents a model for such a dynamic storage in a relational database and
examines its advantages and disadvantages.

Keywords. Database, dynamic data, scientific research, UNWE.

1. Introduction

The university system for managing scientific research automates the actions of
application, evaluation, negotiation and reporting of research projects. Its operation goes
through the stages, illustrated in Figure 1. There are four different types of users in the
university system for managing scientific research:

Administrators — these are users, who should be able to modify all major
nomenclatures and should be able to configure the system to work according
to the budget allocation. These users are responsible for implementation of
all documents related to the project during its life cycle. It is possible for the
administrators to obtain information, monitor and inform other users about
expiring terms on certain tasks where they are overdue. Administrators have
rights for preparation of reports and statements.

Project owners — users of this role have the rights to submit project proposals
and for each stage of the project to introduce and edit data in the project. All
the adjustments and corrections are only possible within the university
regulations.

Reviewers — these users have access to certain projects and possess the
possibility to give reviews, including text reasoning, numerical estimates and
conclusions on the projects.

Members of the research board — users of this role have access to all the
records in project proposals and also to the reviews of the projects. Their
rights include rating and ranking of the projects, negotiation and acceptance
of reports.
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Application Evaluation Negotiation Execution Reporting

Figure 1. Stages of operation of the university system for managing scientific research

These stages are similar to those, described by Kirilova in terms of project
management in local government [1]. At each of these stages the information system works
with different data. The aim of this paper is to examine the way the data for research projects
is stored within the database. Specific for the data is that it has a different structure for each
calendar year. For this reason, a relational database should often change its structure in order
to determine proper functioning of the system. The paper presents a method of storing data
on the principle of attribute — value, where the software part cares for the integrity of the data
and the database takes care only for the storage.

2. Relational part

A portion of the database is for a description of standard nomenclatures. These
include:

e Users — comprise four above described roles in the system. Users are
characterized by degree, academic position, department, full name and email.

o Degrees — each user can have a degree. Degree is characterized by name and
abbreviation.

e Academic positions — each user can take an academic position. Academic
position is characterized by name and abbreviation.

e Departments — each user belongs to a department. Department is
characterized by name.

e Accounts — each user has an account in order to access the information
system. Account is characterized by username, password, role, status, user
and date of last login.

This part of the database is illustrated graphically in Figure 2. It consists of five tables
with four relations between them. That is the right way for the description of these
nomenclatures, because they are constant in the time chart. In this case, the storage of data in
a standard relational database is more than adequate. If necessary, it is possible additional
fields in any of the tables to be added, which is unlikely to have often. The illustrated
database schema complies with the rules for the design of relational databases and complies
with the rules of normalization of database.
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department
value INT  <pk> |-
text TEXT
login
id INT <pk>
stepen usemame TEXT
value INT  <pk>|__ passmd5 TEXT
text TEXT o role SMALLINT
abbr TEXT active SMALLINT
userld INT <fk>
V lastlogin DATETIME
user
id INT  <pk>
zvanield INT  <fk1> -
stepenld INT  <fk2>
departmentld INT  <fk3> | Value INT  <pk>
name1 TEXT text TEXT
name2 TEXT abbr TEXT
name3 TEXT
email TEXT

Figure 2. Database schema of the relational tables within the information system

So created tables assume the existence of standard program code for communication
with the database and extraction of data from respective tables. Possible changes in the
structure of these tables will surely lead to a change in the program code of the information
system.

3. Dynamic part

The relational model of databases, which is used everywhere, presents each entity of
the system in a separate table. Reasonable, relationships and dependencies between them are
described by defining the relationship between the relational tables. Thus, changes in
nomenclatures which would lead to changes in the databases of information system will
cause the need for new fields in relational tables, or even new tables and relationships that
will inevitably lead to changes in software solutions. Here we focus on how we can
reorganize the data in the system, so changes in the database due to changes in database
structure to be minimal. Let's take a look at Figure 3. We are trying to illustrate a database
schema, which we will call an N-ISAV-Ref model. This schema is based on the so-called
Entity-attribute-value (EAV) model [1]. EAV is a model that describes the data entities,
where the number of attributes that can be used to describe them is potentially huge, but the
number that actually presents attributes for a particular substance is relatively modest. Data
in the EAV model is shown in three columns. Entity identifies the elements. Attribute
uniquely describes a characteristic of the entity. Value contains the value of this attribute. In
this sense, we will call the model at Figure 3 Nature-instance-sequence-attribute-value-
reference (N-ISAV-Ref) model. In this sense, the Nature field describes the nomenclature,
the Instance field is analogous to the Entity, Attribute and Value fields retain the logic of its
purpose, and the fields Sequence and Reference make possible the grouping of attributes of
the entity. Analyzing this model, we can say that adding attributes to existing entities will not
lead to changes in the database schema, which in turn will reflect the performance of
applications and any communication between individual applications. Thus, this model
should be appropriate when the legislation is undergoing changes and we want to minimize
the negative consequences.
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project
nature INT <pk>
instance INT <pk>
sequence INT <pk>
reference  INT <pk>
attribute INT <pk>
value TEXT
username TEXT
timestamp DATETIME

Figure 3. Database schema of the dynamic data within the information system

Table 1 provides a sample of the table of projects in the database. In such realized
database, the description of the fields within the only table is implemented in the software
part of the information system. Accordingly, the change in the data structure only leads to a
change in the program code of the system, but not in the database schema. In this case this is
a serious advantage because of the existence of dynamic data in the meaning of the system.

Table 1. Data view of N-ISAV-Ref table for a concrete scientific project

nature instance sequence reference attribute value
1 10 0 0 0 5
1 10 0 0 5 20
1 10 0 0 10 text
1 10 0 0 20 1
1 10 0 0 30 2
1 10 1 2013 35 1
1 10 2 2014 35 1
1 10 3 2015 35 1
1 10 0 0 40 text
1 10 0 301 50 2
1 10 0 302 50 2
1 10 0 303 50 text
1 10 0 305 50 12
1 10 0 306 50 43
1 10 0 307 50 1
1 10 0 308 50 250
1 10 0 309 50 250
1 10 0 310 50 300
1 10 0 70 3
1 10 1 80 text
1 10 2 80 text
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1 10 3 0 80 text

1 10 4 0 80 text

1 10 5 0 80 text

1 10 6 0 80 text

1 10 7 0 80 text

1 10 8 0 80 text

1 10 9 0 80 text

1 10 1 91 90 text

1 10 2 91 90 text

1 10 3 91 90 text

1 10 1 92 90 10.12.2013
1 10 2 92 90 10.12.2014
1 10 3 92 90 10.12.2015
1 10 0 0 100 12000

1 10 1 2013 100 4000

1 10 2 2014 100 4000

1 10 3 2015 100 4000

4. Conclusion

In the paper was proposed an alternative optimized schema of databases, which can
be in use to the information systems with dynamic content. This schema (called N-ISAV-
Ref) would be useful in terms of the easier integration between applications, which stands for
quite a challenge, according to the dynamic situation in the modern World.
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Abstract. This paper presents the process of influx of mobile payments in Bulgaria,
which is influenced by a number of prerequisites. A model of cooperation is presented
which ensures the broad implementation of mobile payments and the specific security
threats and, on its basis, the respective countermeasures are identified.
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1. Introduction

The mass influx of smartphones in people’s everyday life has naturally led to the
emergence and rapid popularization of a new e-commerce payment method — the mobile
payment. Thus e-commerce and payments can be made on the fly from a mobile phone
provided that there is an Internet connection.

The purpose of this paper is to make an overview of the development of mobile
payments in Bulgaria, to present a model of cooperation that ensures their broad
implementation, to identify the threats to mobile payments and to outline some measures to
counteract these threats.

2. Definition of Mobile Payments

According to Chae J., “Mobile payments are defined as a type of payment transaction
processing in which the payer uses mobile communication techniques in conjunction with
mobile devices for initiation, authorization, or completion of payment.”’[1]. The author also
ranks the types of m-payments (see Table 1). M-payments are most often used for [2]:

e Merchandising purchases;

e Payment of accounts;

e Mobile money transfers;

e Purchase of digital products;

e Payments for transport and ticketing.

The emergence of m-payments is a natural consequence of the rapid development of
e-commerce. In general, the main prerequisites leading to the widespread adoption of m-
payments in our country can be summarized as follows:
increased use of smartphones;
increased number of people buying goods and services via the Internet;
solutions offered for m-payments;
increased number of the suppliers of goods and services (traders) using m-
payments.
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Tablel. Types of m-payments

Technology used Purchase Charged to
relationship
Contactless payments

- * NFC *C2B * Credit card
E * QR Codes *B2B * Debit card
2 * P2P * Prepaid account
E Hybrid payment devices (out of scope)

* Mobile device becomes a +C2B * Credit card

card reader through a *B2B * Debit card

hardware extension * P2P

Message or browser payments (out of scope)

* SMS «C2B * Network bill

* USSD *B2B * Debit card
2 * Web « Credit card
g * Virtual pre-paid account
o (PayPal)

Application based payments (out of scope)
* Mobile money transfers * P2P * Bank account
* Virtual currencies +C2B * Prepaid virtual account
* Credit card

Source: Chae J., Towards a ubiquitous mobile payment solution: Exploring NFC
mobile payment business models.
http://studenttheses.cbs.dk/bitstream/handle/10417/3848/johannes_sang_un_chae.pdf

In recent years there has been an upward trend in the number of people in Bulgaria
who have ordered/bought goods via the Internet for personal purposes. According to NSI
data [3], the dynamics in this sphere looks like this: 2004 — 1.0%, 2008 — 2.7%, 2011 — 6.7%,
2012 — 9.2%. For comparison, the average percentage for European countries is much
higher; according to Eurostat [4] in 2012 it was 35% for the people who purchased goods or
services over the Internet.

Payments through mobile devices in European countries are expected to reach 250
billion euros in 2014 [5].

As regards the extent of the use of smartphones Bulgaria lags slightly behind the
European average. According to a survey by Google Consumer Barometer 2013 [6], the
influx of smartphones in Bulgaria is 28 %, which corresponds to 2.3 million users.

The forecasts are for a significant increase in the number of users of m-payments. A
survey of Jupiter Research [7] predicts that the users of maobile banking services will rise and
in 2017 they will exceed the current state of 590 million USD by more than 1 billion USD.
The value of the ordered goods and services via mobile devices is expected to reach 1 trillion
USD. According to experts NFC-payments will be prevalent among the mobile payments in
five years’ time.

Solutions for mobile payments in Bulgaria
At present there are two systems of mobile payments in our country - mobb of Borica
and Bankservice and CellumPay.
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Mobb of Borica and Bankservice is a universal platform for mobile payments. It
enables smartphone users to use a variety of bank cards for their payments. Users can
register multiple credit and debit cards issued by banks, which are partners of the mobb-
initiative. Users use a special application which runs on smartphones with Android, iOS,
Windows Phone and Blackberry operating systems.

CellumPay is an application for mobile payments via telephones with iOS, Android
and Windows phone operating systems. It is used for paying different goods and services to
the following merchants: Sofiyska voda, Euro broker, Vivacom, Green taxi, Helikon,
Gladen.bg, Bulgarian Red Cross, Tip Top courier, etc.

3. Model of cooperation for the development of mobile payments

The model of cooperation for the development of mobile payments proposed by
Bourreau u Verdier [8] shows the m-payment system architecture and presents the m-
payment participants. We will use this model to identify the possible security threats and to
outline some measures to counteract these threats.

Acceptance
network

A 4
Mobile
Issuing |4 Payment « Acquiring |
banks System : banks
A A ! TN Y

T 1 e D____ ]

1
A 4

MNO
Manufacturers

—» Customers |«

\ 4

Merchants

A\ 4

Figure 1. Model of cooperation for the development of mobile payments

Source: Bourreau, M, Verdier M. Cooperation for Innovation in Payment Systems:
The Case of Mobile Payments. Communications & Strategies, 79, 3rd Q. 2010. p. 108.

In this scheme, the mobile network operator (MNQO) and the phone manufacturer are
those that determine and control the features, design and distribution of mobile phones, as
users are typically offered phones at subsidized prices and working with their SIM cards.
User accounts are controlled by the bank which supports them and mobile payment made
through the networks is controlled by payment platforms such as Visa or MasterCard.
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4. Threats to the type of mobile payments and measures to enhance
the security of mobile payments

Mobile payments are subjected to threats that are typical of payment systems and
also that are specific only for them; these threats can be summarized as follows [9]:
Payment Tracking.
Small Screens on Mobile Devices.
Employees of the Payment Instrument Company
Natural or Man-Made Disaster
Lack of Security Implementation
Buggy Implementations
Dispute Resolution Inconsistency
Proprietary Payment Protocols
Confiscation of Money, Blocked Transactions
Theft of Device
Clumsy notification process after the loss or theft
Uncertainties Regarding “Remote Wipe”
Increasing Hacker Attention on Mobile Devices

Measures for enhancing the security of mobile payments

Ensuring protection of mobile payments is a complicated process because first of
all, it depends on each one of the participants in the process (see Fig. 1). For this reason, the
measures to enhance security are classified according to participants [10].

Customers must use passwords to access mobile payments applications; must not
share unnecessarily confidential or personal information; must download the mobile
applications only from trusted sources; must report immediately to the financial institution
when a phone is lost or stolen.

Payment Brands must make sure that the security standards are processed so as to
be connected to the mobile channel; must build partnerships and relationships between
financial institutions and mobile operators; and must check the certification of applications
and devices of the different manufacturers.

Mobile Network Operators must necessarily include software for mobile security in
the devices they offer; must make sure that the smartphones for performing proximity
payments are certified and meet the requirements; must check that the smartphones used in
contactless payments are certified and meet the requirements; and must provide information
to consumers regarding mobile security.

Financial Institutions must adapt the existing security measures to the specifics of
m-payments; must adapt their back-office processes to support the new mobile channel; etc.

Vendors in the Mobile Payment Space must require that the mobile application
encrypt sensitive data without relying on mobile protocols; and must control and restrict the
channel for transmitting data to trusted sources, where customers can easily differentiate
their authenticity.

5. Conclusion

Mobile payments are permanently entering people's everyday lives and, according to
experts, this trend is likely to rise. Mobile payments security will continue to be important
for their development. It is crucial for customer confidence in this kind of payments.
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Providing and maintaining a high level of security in mobile payments is a task in the
successful solution of which all stakeholders — manufacturers of mobile devices, mobile
operators, banks, retailers and customers — are interested.

10.
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Abstract. The advantages of the simulation modeling imply its use in the training of
students in various degrees. The paper offers some ideas for the application of imitation
modeling learning in various disciplines such as Databases and applications, Operating
systems, Computer Networks and Communications, Computer Architectures, and more.
One of the classic systems of the simulation modeling GPSS World provides software
tools and environment for the development of an innovative approach with practical
character in the demonstration of various algorithms and visualization of work of
various systems under different management protocols. Subject of this paper are the
methods of inter-processors communication algorithms for mutually exclusive access to
a shared resource, algorithms transactions concurrency control in database management
systems, models of communication systems in different circumstances and working
models of processor systems.

Keywords: Simulation modeling, process synchronization, transaction concurrency
control, data transmission, electronic devices.

1. Introduction

Computer modelling is world wide spread, applicable to all spheres of the human
activity from technical, technological and organizational systems to the problems concerning
the human development. We can find the most effective solutions for the problems, just
modelling - trying different situations. IM (imitation modeling) allows investigating queuing
systems (QS) in different types of input streams and intensities of coming in of the requests
of the system entrances and defining their main characteristics. It can be “played” in the time
for just one trial as well as for a certain number of trials, therefore is applicable in solving
optimization tasks. Moreover, the results from the modeling are decided at a random way by
the character of the processes. These data are enough to receive stable statistics to be
analyzed afterwards.

The simulation modeling has the following special advantages — there are only parts
that are substantial for the understanding of the behavior; the model can be built before the
real system with much less means; in the course of the modeling different parameters can be
changed; the model renders an account of the occasional character of the processes in the real
system; there is no deep knowledge in calculus necessary for the conducting of the modeling.

GPSS is a modeling language which has been used to build event discrete simulation
modeling and conduct experiments on a computer [1], [2] and others. GPSS environment is
used in the education process for demonstration of the work in systems already learned and
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for development of models for management and work of different systems (computer
systems, communication systems, Grid systems, etc.) by the students.

The main and basic application of IM is investigation of different QS but it can
successfully be used also as a means of teaching especially in subjects Operation systems,
Database systems, Parallel programming, Grid systems [3], etc. in the contents of which
there are topics on synchronization and concurrent work of processes (transactions) to be
learned.

The simulation modeling has unlimited application, this paper regards only topics
from the disciplines Databases and applications, Operating systems, Computer Architectures
and Computer networks and communications.

2. GPSS World — Opportunities for Modeling and Visualization of
Algorithms for Synchronization

GPSS (General Purpose Simulating System) is a simulation environment with a
common purpose of modeling complex discrete systems. The basic principle of work of the
simulation model under the management of the simulator is the moving of the transactions
from one group of blocks to another one as the transmission of the control is realized in
model time. The main components of the system are transactions and blocks that present
dynamic and static objects of the modeled system [1], [2].

The window of blocks and other windows in the GPSS World environment, provide
excellent opportunities for observing the work of the modeled systems. By the command
Simulation Window from the Window menu you can choose which windows should be open
on the screen to observe the simulation:

a. Blocks Window - gives information about: labels and names of the blocks; number
of entries in the corresponding block and the others. The window allows chronological
tracking of transactions in blocks in model time;

b. Facilities Window - a window of single channel devices - gives information about:
number / name of the device; number of inputs; rate of use, average time of residence of the
transaction in the device; state of readiness; number of the last transaction occupying device;
number of interrupted transaction in the device; number of interrupting device transactions;
number of transaction, pending special conditions; number of transactions, pending the
holding of the device;

¢. Matrix Window — a window of the matrices - shows results in values for the total
transaction time resource model;

d. Plot Window — a window of a diagram of function or of expression (not used in
the presentation of the models developed because of the specifics);

e. Logic switches Window — a window of logical switches (in this case it is not used);

f. Queues Window — a window of queues - contains information about: number /
name of the queue; maximum queue length; current queue length; total number of inputs;
number of "zero" inputs; average queue length; average time of residence of the transaction
in the queue and others;

g. Savevalues Window — a window of the stored values;

h. Storages Window — a window of the multi-channel devices. It contains
information about: number/memory name; memory capacity; number of units free capacity;
minimum quantity of used capacity; maximum quantity of used capacity; number of entries
in the memory and others;
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i. Table Window — a window of the tables — a diagram of the frequency distribution
of the tabulated transactions.
Several windows can be open and ordered on the screen in the demonstration of a
model and different aspects and elements of the modeled system can be watched in them.

3. Databases and applications. Concurrency control algorithms

Fig. 1 shows a window of simulated Centralized Two-Phase Locking with integrated
mechanism of timestamps. The modeling algorithm is described in details in [4]. The
combined view of the windows for demonstration and tracing of the transaction execution
includes:

a. the window of facility entities bottom left of fig. 1;

b. the window of the matrices GBDA1 and GBDA2, which model the local
databases for storing the two replicas of the every data element. In the windows of matrices
GBDAL and GBDAZ2 the students can see the synchronous update of the two replicas of a
data element in the execution of the write operation over the correspondingly data element.
Windows matrices GBDAL and GBDAZ2 are tables with two columns first one is the number
of the data element and the second one is the value of the data element;

c. the window of the stored values — in the window at the top left of fig. 1 can be
observed the values of the counters: BROITR1 and BROITR2 - number of the generated
transactions correspondingly length 1 and 2 data elements, BROITR - total number generated
transactions, ZAVTR1 and ZAVTR2 - number of committed transactions with a length
correspondingly 1 and 2 data elements, ZAVTR - total number committed transactions,
RESTRT - number of restarted transactions;

d. the window of the devices called type memory — the window left in the middle fig. 1.

During the simulation of the algorithm in each of these windows can be seen the
change of the values.
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Fig. 1 Combined view of the windows for demonstration and tracing of the
transaction execution
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Students can observe the simulated Centralized Two-Phase Locking with integrated
mechanism of timestamps and by other means arranged combined view of the windows for
demonstration and tracing of the transaction execution, such as that of fig. 2, which includes
(besides those mentioned above the windows of the matrices GBDAL and GBDA?2 and the
window of the stored values) and the window of a table value - a diagram of frequency
distribution of tabulated transactions (The frequency distribution of the committed
transaction is one of the main features in the study of the database systems.).

_ocation | EREN| 8 GBDAT i GBDA2
Find  Continue

svevalue [ Vale| Retiy Chain] o] Dm2 & Dim2:
6 BROITAI 235,000 0 m 1 Dimi 1 1
8 BROITR2 513,000 1 o 1 n
B BROITA 748,000 0 § :g 2 "
Bzavim 204,000 0 ; i 3 B
BzaviRz 435,000 0 : i 4 B
BzaviR 633,000 0 : 2% g ;z
A RESTRT 136.000 0 2 5 £ s
e160TSWw288.162.5im:11 - TABLE WINDOW | 8 23 8 2
S | 19 9 19
DATABLE 10 2 10 2
1 25 1 25
lean: 1095.420 S.D.: 454513 12 2 12 27
13 2 13 2
14 25 i 25
15 35 15 35
16 2 16 2
17 28 17 28
18 29 18 30
19 29 19 29
20 29 20 29
21 35 21 35
2 35 2 36
23 30 2 30
2 32 24 32
25 34 25 34
26 2 26 2
27 38 27 38
28 16 28 46
29 2 29 2
30 “ 30 "
31 3 3 3
5500 o 1 L 15

Fig. 2 Combined windows for demonstration and tracing of the transaction execution
with monitoring diagram of the frequency distribution of the tabulated transactions

4. Operating systems

A fragment of the Peterson's modeling algorithm, developed in the GPSS World
environment is shown in fig. 3. This model is presented in [5] and it is a GPSS "translation"
of the founded in the multitude of Internet resources [6] C++ algorithm concerning the
stream of processes modeled with two streams of GPSS transactions.

Fig. 4 shows such a combined window for demonstration of the execution of the
Peterson's algorithm. In this window is added the window of the blocks (left of fig. 4) one
can: the change of the values of the INTERES1 and INTERES?2 flags (right bottom); the
change in the values of elements of the TURN matrix which models the turn variable for the
processes of the two streams; the window for the single channel device that models a critical
section (upper right); the window of the shared resource and the actions of change in it from
the two streams (under the window of the facility RESOU). In a particular execution the
values written by the first stream must be different with no more than from the values that
are written in the processes by the second stream.
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NTEREST VARIABLE O
INTERES2 VARIABLE O
TURMN MATRE 2.1
OBSTR MATRDEC 2.1
INITIAL WXFTURNCT 1),
INITIAL WMXFTURNZ 13,
INITIAL M><$OBSTR(1 1
INITIAL WMHXFOBSTR{Z 1
GENERATE 5

ASSIGN 1.1

ADVANCE 2
TRAMNSFER ,ObResurs
GENERATE 5

ASSIGN 1,2

ADVANCE 2
TRANSFER ,ObResurs2

0
0
1.0
1.0

ObResurs1 SAVEYVALUE
INTERES1,1
SAVEVALUE INTERES1 1
MSAVEVALUE TURN,1,1.0
Chakal TESTE
WXETURN(Z2,13,0 Vlizal
TESTE
YHINTERESZ 1, Vlizal
ADVAMNCE 1
TRANSFER (Chaka1
Yliza1 SEIZE RESOU
ADVANCE 5
MSAVEVALUE
QESTR+,1,1,1
SAVEVALUE INTERES1T 0D
RELEASE RESOU
MSAVEWALUE TURN, 1,11
NAPUST TRANSFER MAPUS

ObResurs2 SAVEVALUE
INTERES2,1
SAVEVALUE IMTERESZ 1
MSAVEVALUE TURN 2,1,0
Chaka2 TESTE
WXETURMN{1,1),0 WlizaZ2
TESTE
YEINTEREST 1, Wliza2
ADVAMNCE 1
TRANSFER ,ChakaZ2
VlizaZ SEIZE RESOU
ADVANCE 5
MSAVEVALUE
QOESTR+,2,1,1
SAVEYALUE INTERES20
RELEASE RESOU
MSAVEVALUE TURMZ 11

FEEHEE HREHHHEEGH DN

NAPUS TERMINATE O
GEMERATE 5000
TERMIMNATE 1

Fig. 3 GPSS model of Peterson’s algorithm
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Fig. 4 A combination of windows in the demonstration of Peterson’s algorithm

5. Computer architectures

Fig. 5 shows the structure scheme of simple electronic devices. The structural scheme
and its presentation as a queuing system (fig. 6) are presented in [7]. The device consists of
an input buffer, main channel service and backup channel.

The GPSS World code of the model described in [7] is the following:
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GENERATE 8, 4 ; generation transactions
QUEUE QRAM ; entrance drive

QUEUE QN ; input queue to the main channel
SEIZE OSKANAL; occupy the main channel
DEPART QN ; to turn off the main channel

ADVANCE 7, 3 ; processing delay

RELEASE OSKANAL; release the main channel

DEPART QRAM ; drive off

OUT TERMINATE ; transactions output from the model
GENERATE 170, 30, 1; generation of "bad" transactions
PREEMPT OSKANAL, PR, OUT; Capture both the main channel
SPLIT 1, REZ ; Send a copy of a backup channel transaction
ADVANCE 20, 7 ; delay the restoration of the main channel
RETURN OSKANAL ; release the main channel

TRANSFER, OUT ; send transaction to block TERMINATE
REZQUEUE 1 ;takeaturn

ADVANCE 1,1 ; delay to start the backup channel

DEPART 1 ; leave the queue

QUEUE 2 ; input queue to the backup channel
SEIZE RKANAL ; occupy backup channel

DEPART 2 ; turn off to the backup channel

ADVANCE 7,3 ; processing delay

RELEASE RKANAL ; free backup channel

TRANSFER, OUT ; send transaction to block TERMINATE

GENERATE 7200 ; transactions generation through 7200 model units
TERMINATE 1; Transaction output from the model and reducing the counter value by 1
START 1 ; setting the initial value of the counter in one unit

QN

“ 84
OCHOBHOM ) OSKANAL
HAKONUTEN i -~ 73
170,30
07

“ RKANAL
pesepeHbIi 73
KaHan

Fig. 5 Structure scheme of electronic device Fig. 6 Description of the electronic device as a
by [7] queuing system

Fig. 7 shows such a combined window for demonstration of the work of the electronic
device. Right of fig. 7 the window of the blocks where the students can observe the
transaction moving in the model. Top right on the fig. 7 shows the windows of the facilities,
where you can see how many transactions are serviced by the main channel, and the backup
channel. Bottom right of the fig. 7 shows the window of the queues, which are organized on
the model: in front of the electronic device, in front of the service channels, in front of the
main channel and in front of the backup channel.
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Fig. 7 A combination of windows in the demonstration of electronic device work

Fig. 8 shows the report with the simulation results. If the windows of fig. 1, fig. 2, fig.
4 and fig. 7 show the work of relevant systems "live”, "on the move™ the reports with the
simulation results show the work of the system "in summarized form." Windows accounts
from the simulation always appear after the end of the simulation and can be successfully
used to analyze the performance of the studied system without worry about the time. The
reports of simulation can be saved as separate files and open later (and elsewhere) and
examined in detail. Fig. 8 shows the final look of the windows. Fig. 8 shows the final look of
the windows included in the combined window of fig. 7.

LABEL LOC BLOCK TYPE ENTRY COUNT CURRENT | START TIME END TIME BLOCKS FACILITIES STORAGES
1 GENERATE 894 0 0 0.000 7200.000 28 2

2 QUEVE 894 0 0
3 QUEUE 894 2 0

4 SEIZE 892 0 0

5 DEPART 892 0 0

6 ADVAHCE 892 1 0

T RELEASE 833 0 0

§ DEPART 853 0 0

OUT 9 TERMINATE 975 0 0

10 GEWERATE 42 0 0

11 PREEMPT 42 0 0

12 SPLIT 42 0 0

13 ADVANCE 42 0 0

14 RETURH 42 0 0

15 TRANSFER 42 0 0 FACILITY ENTRIES UTIL. AVE. TIME AVAIL. OWNER PEND INTER RETRY DI
REZ 16 QUEUE 42 0 0 OSKANAL 934  0.954 7.357 1 976 0 0 2 0

17 ADVANCE 42 0 0 REANAL 42  0.039 6.703 1 00000

18 DEPART 42 0 0

19 QUEUE 42 0 0 QUEVE MAX CONT. ENTRY ENTRY(0) AVE.CONT. AVE.TIME AVE.(-0) RETRY
20 SEIZE 42 0 0 1 10 a2 0 0.006 1,031 1,031 0

21 DEPART 42 0 0 2 10 42 42 0.000 0,000 0,000 O

22 RDVANCE 42 0 0 QRAM 43 41 894 0 21,064 169.645 169,645 0

23 RELEASE 42 0 0 on 6 2 894 126 1.350 10.871 12.654 0

24 TRANSFER 42 0 0
25 GEWERATE 1 0 0
26 TERMINATE 1 0 0

Fig. 8 Electronic device simulation results with listing
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6. Computer networks and communications

Fig. 9 shows the structure scheme of a system for the transmission of data. The
structural scheme and its presentation as a queuing system (fig. 10) are presented in [7]. The
system from the fig. 9 has 3 points: A, B and C. It has 5 lines: AB1, AB2, AB3, BC1 and
BC2. These components present in the model (fig. 10): the points by the queues; the lines by
facilities; and the data packets by transactions.

St4mc H A

Fig. 9 The structure scheme of a system for the transmission of data

Eé?@

Fig. 10 Descrlptlon of the system as a queuing system
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Fig. 11 A combination of windows in the demonstration of system for the data
transmission work

176



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

As was mentioned in the previous section, except the block windows, the facility's
windows, the save values windows, etc., when running on the system can be seen "live" for
educational purposes can be used with simulation reports the final results of simulations. Fig.
12 shows fragments of the report from executing model described in fig. 9 - fig. 11.

LABEL LOC BLOCK TYPE ENTRY COUNT CURRENT COUNT RETRY
1 GENERATE 1219 0 0
2 TEST 1219 0 0
3 QUEVE 734 0 0
4 TRANSFER 734 25 0
METAB1 5 SEIZE 425 0 0
6 DEPART 425 0 0
7 ADVAHNCE 425 1 0
8 RELEASE 424 0 0 i
s o : s Passing _through the pattern of
METAB2 10 SEIZE 284 0 0 transactions 1000
11 DEPART 284 0 0
12 ADVANCE 284 1 0
13 RELEASE 283 0 0 FACILITY ENTRIES UTIL. AVE. TIME AVAIL. OWNER PEN
14 TRANSFER 283 0 0 AB1 425 0.999  22.739 11174 0
METAB3 15 SEIZE 0 0 0 AB2 284 0.998 33.992 11173 0
16 DEPART 0 0 0 BC1 515 0.430  8.070 1 0
17 ADVANCE 0 0 0 BC2 192 0.163  8.208 1 0
18 RELEASE 0 0 0 QUEUE MAX CONT. ENTRY ENTRY(0) AVE.CONT. AVE.TIME
19 TRANSFER 0 0 0 1 25 25 734 2 24.005 316.398
MET2 20 TEST 707 0 0 2 1 0 707 703 0.001 0.020
21 QUEVE 07 o o SAVEVALUE RETRY VALUE
5 ey o o 5 COUNTSTANDARTMODE 0 515.000
R i = 5 COUNTREZERVMODE 0 0
COUNTFULLBUFFERA 0 485.000
MET5 24 TRANSFER 696 0 0 COUNTFULLBUFFERB. 0 0
METBC1 25 SEIZE 515 0 0 COUNTSREZERVMODE 0 192.000
26 DEPART 515 0 0 VEROYATROSTREZERVA 0 0
27 ADVANCE 515 0 0
28 SAVEVALUE 515 0 0
29 RELEASE 515 0 0
30 TERMINATE 515 0 0
METBC2 31 SEIZE 192 0 0
32 DEPART 192 0 0
33 ADVANCE 192 0 0
34 SAVEVALUE 192 0 0
35 RELEASE 192 0 0
36 TERMINATE 192 0 0

Fig. 12 Simulation results with listing demonstrating the work of system for the data
transmission

7. Conclusions

The presented models developed in the environment for simulation modeling GPSS
World, are informational only — serve for visualization of concurrency control (in Database
subject), inter-processor communication (in Operation systems subject) and not only.
Opportunies for including simulation models in the education process for demonstration of
the algorithms and not only, are countless. Further the developed models and the simulation
modeling can be improved and therefore be more complex and effective. GPSS World with
all its potential can promote the quality of students’ education, not only as it is shown in this
paper, in others subjects as well (Computer Network and Communications and Parallel
Programming).
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The Classical Education from the Perspective of ICT
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Absract. Modern technologies provide tools for development infrastructure
platforms for implementation of e-Learning practices and digital libraries. The paper
presents alternative forms of access to education and ICT assisted new methods for
adoption, perception and acquiring knowledge. An application of ICT in classical
pedagogical tools to achieve an educational process of higher quality is discussed. The
new tools offered by ICT enable a completely new design of learning resources,
enriched with a variety of colours, shapes, animation, simulation, etc. and offer a
possibility for expanding the volume of presented learning material and information.
Thus, even the most boring subject matter can be made interesting and understandable
and the performance can be adapted to the specific characteristics of each learner. In
this way all students regardless of their learning habits and style, as well as personal
preferences can choose the most effective way for them to master the subject matter.
ICT supported pedagogical approaches that increase the effectiveness of teaching and
training, and encourage students are presented. Those are very useful for students with
special education needs too; so that the ICT based teaching tools can be widely used
and are suitable for all learners. The implementation of the classical teaching methods
through techniques enriched with the ICT-offered novel agents is a major challenge for
teachers in all phases of education - primary and secondary school, as well as at the
university.

Keywords. ICT based teaching, technology enhanced education, e-Learning
resources, adaptation, learning style.

1. Technology in Education

The rapid development of modern ICT and their application in — one can say all areas
of life, from everyday wear to the latest achievements of science — imperatively require their
use in education. This process has two sides:

1. the use of ICT as a learning tool and

2. the studying their capabilities and their effective use.

In the first case the trivial implementation of ICT (interactive whiteboard — a
substitute for a black one; equipment for each student place with computer / laptop / tablet —
a substitute for conventional textbooks and notebooks) is not enough. Publishers now
produce variants of textbooks for the Internet that are interactive to some degree.
Universities provide students with lectures and literature in the local network. Often the
assigned tasks and projects for each student are set there too. Despite these undeniable good
innovations in education, quality and efficiency of teaching, exercising and testing of
acquired knowledge can be significantly improved. ICTs provide information on almost all
issues in a variety of volumes and forms: text, images, movies, animated movies, animated
illustrations, audio, life-sessions, augmented reality and even games, and thereby the content
may be at a different level — from strictly scientific, presenting the latest research on the
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problem to a simple popular explanation, suitable for children or amateurs. Besides
published in the Web teaching materials, amateur ones can be found too and very often the
last are more readable and easier to acquire, because not constrained by the rules of “formal
education”. In the ocean of information available on the Internet, the teacher can find and
construct the learning material in a very interested and engaged manner, taking into account
the special features of his / her audience. The information flood sometimes makes it difficult
for even the presentation of the material. And that is already one of the issues in question in
the second mentioned case — the potential of ICT and their effective use [1].

As new devices and applications using ICT are appearing continually, learning how to
handle them is extremely important. Even the use of “ordinary” products, such as Word,
PowerPoint or smart phone is not always easy because there are subtleties known by
relatively few people, while the products are incessantly updated. Similarly is the problem
when extracting information from the Web. Almost each of the participants adds new
information, so it is difficult to pre-screen the right content, and to check its authenticity. It
requires certain knowledge and skills to actually find what interests us, and use the minimum
of time to remove the unnecessary.

Implementation of ICT in education can improve learning because of the rich
capabilities possessed:

* access to a vast amount of information;

+ use of various forms to present information;

* combination of different methods and educational tools to increase the efficiency of
the educational process (visualization, explanations from several different perspectives,
“tailored” learning paths);

» creating skills to operate with new tools and ability to follow their developments,
adopt and implement them.

2. ICT- Alternative Forms of Access to Education

Besides the variety in the presentation of learning material in educational institution,
ICT provides opportunities for alternative form of education. Many universities (especially
in the USA) have distance learning programs, which differs greatly from the hitherto used
form (supply of literature — a few part-time courses — exam). Now the whole study material
is available in electronic format (books, lectures, assignments, tasks, projects). ICT allows
for consultation (in synchronous or asynchronous mode), drafting, carrying out classes,
seminars, problem solving and even giving exams.

There are other forms of education, e.g. autonomous learning. Usually the learner
deals with a particular problem on amateur basis, but gradually enters the selected area and
looking for sources of information on the problem, qualifies to the extent that he/she can
withstand the tests required to obtain an official certificate. This applies not only to scientific
fields, but also for certain skills. Here are some of the most common types of education
relevant to the present:

e university programs — whole degree program (NBU) or individual courses (free at

many universities in the USA);

e company training — Microsoft & Cisco Academy, Telerik Academy;

e interactive lessons & workbooks;

o thematic forums for guidance and assistance;

e platforms with content, which is not necessarily structured and of quality;

e additional qualification, which expands the area of institutionalized education.
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But, as already mentioned, to be successful training is therefore necessary to create
skills for working with web information. Finding, extracting, selection of reliable
information are important in training in the last three types. In the first three cases, the
training materials are provided from certified sources, which subsequently, after appropriate
testing, may issue an official document.

3. Pedagogical Methods

By “Pedagogical methods” are indicated the principles and methods used for
teaching. The choice of method depends mostly on the type of information or skills that are
taught, and are influenced by the knowledge and abilities of the students at that moment.
Basic teaching methods can be divided into three types and several sub-types (Figure 1).
Usually teaching is carried out not only according to a single method, but a mixture of two or
more types is implemented:

- Informative. This method is performed by oral or written presentation of facts,
definitions, explanations, evidence. Reading or listening to the material (from a book,
newspaper, magazine, lecture, radio, TV) is an example of the transmission of knowledge in
informative way. Training is done through “instructions” and explanations. This is the
“classical” didactic teaching, thereby giving oral or written explanations rather than
demonstrations of matter. Often this method is referred to as lecturing. The key elements of
informative teaching method are messages and symbols. Written and verbal presentation of
information can be enriched with illustrations (diagrams, schemes, photos, drawings) for
illustrative purposes.

Phenomeno-
logical

Experience

l‘nstration

A

Adventure
Cormer
Class Peer
Teaching Teaching Teaching

Figure 1: Basic pedagogical methods

- Phenomenological. This method is based on the demonstration of phenomena,
events, processes. Performing experiments at school (physics, chemistry, biology, etc.),
observation of natural phenomena, of events in everyday life, implementation of self-
designed experiments lead to gaining knowledge in this way, i.e. knowledge is built on
events and is absorbed and understand through senses and emotions. There are four basic
types of phenomenological approach:
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e  Demonstration is a process of teaching through examples. It is a
combination of visual evidence and related considerations. E.g. memorizing a list of
“dry” facts is detached and impersonal activity, while the same information presented
through demonstration is personally experienced. Demonstrations help to increase
student interest and enhance retention because they provide links between facts and
real-world applications.

o Immersion in a problem focuses on learning for the individual. Teaching
is done by monitoring the target object, thus the learner makes discoveries with
knowledge firsthand, instead of listening to or reading about others' experience.

e  Action — (learning by doing) is one of the most powerful tools for learning.
It requires self-initiative, strong intention of learning and active learning phase [2].
Learners acquire knowledge through real actions and practice, rather than the
traditional way. The examination of a problem “important issues” gives rise to
reflections on the desired goal, the development of strategies, developing action plans
and implementation for performing the steps comprising the application plan [3].

e  Adventure is a hybrid approach to distance learning [4]. It allows learners
to explore real-world problems through authentic learning experiences within
collaborative online learning environment. This approach comes from learning by
doing [5] and includes educational activities with authentic experiences of researchers
“on the spot”. For example, the curriculum, the experience and observations of
scientists, the online opportunities for interaction between participants offered
synchronously so students are able to make the connection between what happens in
the real world and their research, and then reflect on the events and provide possible
solutions to the raised issues [6].

- Cooperative. In cooperative learning method knowledge and skills are formed in a
group. A difference has to be made between education in everyday life and in an educational
institution. Very often the first aspect is not mentioned at all, because the emphasis is on
educational programs. But actually this is the real initial training, starting from the first
moment of life and continuing until its end. In this case knowledge and skills are formed in
the socio- cultural environment in which the individual lives (family, ethnic group, thematic
forums, discussion groups, etc.) and “is transmitted” between the group members. This are
shared knowledge, skills and experience. Learning the mother tongue, social skills,
information about hobbies are examples of obtaining knowledge in this way. Cooperative
learning methods are usually equally effective for all levels of ability and all ethnic groups;
they increase self-confidence and self-esteem [7].

. Teaching in class is a very common method in educational institutions
(school, university). But the formal learning process requires taking positions (roles) —
the teacher and the student — and thus establishes a distance between them while in
everyday life the contact is direct.

e Teaching in small group — the class is a large group and it is more efficient
to form smaller groups (2 — 6 participants) to perform certain tasks. Unlike individual
learning, which can be competitive, students in conjunction benefit from common
resources and skills (searching information among themselves, appreciate each other's
ideas, monitor work, etc.) [7]. The role of the teacher changes: from “only” a source
of information it becomes an assistant in training [8, 9] or moderator. Everyone is
successful, when the group succeeds. Collaboration allows students to actively
participate in the learning process and engage in dialogue with each other and listen to
other points of view. It establishes a personal relationship between students and the
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subject of study and helps them to think less biased. The small group can be formed

real or virtually.

The above mentioned learning sub-methods

Peer teaching is a method of training, where students assume the role of
teacher and teach their peers. First they need to study and understand the subject well
enough. In the teaching process they gain self-confidence, improve their language and
communication skills.

by action and by adventure

(phenomenological type) can also be assigned to the cooperative method of teaching. Rarely
can be met a “pure” method of teaching, mostly it is a combination of several ones (Table 1).

Pedagogical methods

Sub-methods

ICT Tools

Informative
— Minding:

read, hear
watch

Informative —
Minding:
read, hear, watch

Cooperative — Socializing:
exchange information

Didactic
teaching

text, audio (music, recitation), image (chart,
table, picture, photo, scheme, cartoon)

Demonstration

image (animation, photo, video clip, comics,
movie), audio (sound effect, music, recitation)

Immersion in |artistic reading, artistic picture, film, theatre,
a problem storytelling
making virtual experiment in virtual labs
through simulation of real processes, (the
Action appropriate reactions are simulated too),
drawing, painting, singing, role playing,
making music or audio effect etc.
remotely participation on real processes —
Adventure | expeditions, experiments — via life Internet
connection
all mentioned tools for didactic teaching, and
small group |- phenomenological teaching; exchar_lge of_
A information between students — e-mail, social
teaching

networking, chat, network game, carrying out
joint project

Peer teaching

Class teaching

all mentioned tools for didactic teaching,
demonstration, immersion in a problem and
action; exchange of information between
students — e-mail, social networking, chat

Table 1: ICT implemented in basic pedagogical methods

4. Application of ICT Tools in traditional education

GAMES

There are two equally important aspects of any education process — knowledge and
effective teaching methods. Both of them are significant for the education of high quality. It
is obvious that there isn’t any strong formula what teaching methods are useful for any
subject. The traditional teaching methods are necessary to be changed so that to bring proper
effectiveness in the student's knowledge acquisition, understanding, and skill application in
order to give proper studying experience to learners. The most important criteria for changes
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should be the progress of the students. The variety should be introduced in the subject
teaching also for motivating purpose.

ICT has many opportunities for technical support of all pedagogical methods of
teaching [10]. A competent teacher should use appropriate educational technology tools in
order to ensure a better teaching-learning process. Besides the trivial presentation of
information in the form of text (of graphic or audio type), static images (schemes, graphics,
paintings, drawings, photographs) and dynamic representations (movies, animations), visual
and audio records of significant art works and performances, the new technical tools can
make us witnesses of recent and historical events, evolution of scientific developments,
natural phenomena and processes. All the knowledge and documents, all events, opinions of
individuals and groups can be shared and accessed. In this regard ICT and especially
multimedia is very useful. Multimedia text learning resources allow interactivity, automatic
searching and use links to navigate to external information. In fact, multimedia learning
resources enable multisensory teaching method that engages two main senses — hearing and
seeing, in addition to doing. Well-known learning pyramid confirm that students retain about
70% of what they see, hear, and do simultaneously, i.e. when use complete multisensory
learning resources, so they are highly effective [11].

The simulation of different processes can be used for scientific purposes as well as for
learning — demonstration, experimentation and skills training. Particularly interesting is the
use of the “adventure method” in the educational process — e.g. remote real time participation
of students in scientific research “on the field” (program “Jason” — diving in the ocean — and
classroom “Connect” generate a comprehensive curriculum and learning objectives related to
practical experience by engaging students in their approach “learner chosen route”;
“GoNorth! Adventure Learning Series of circumpolar Arctic dog sledding expeditions”
explores themes such as sustainable development, environment, science and traditional
cultures).

ICT enable greater and better mixing of the various teaching methods in order to
achieve a high quality of training. Modern computer games have a special place in this
process [12]. The game has always been the best way to study; in it is always an entertaining
element that largely can provide motivation. Games enable practice knowledge that feels like
play. An interesting feature is also the fact that the game perfectly integrates all possible
methods of learning.

Many researches have proven that usage of various methods of teachings based on
technology actually affect knowledge acquisition and bring about students progress [13].
Usually learners enjoy learning through multisensory resources, especially in case of serious
games. That is why ICT is such a powerful tool that changes to great extent contemporary
teaching-learning methods.

The students need a much wider access to web-based systems for qualification and
retraining, which can be done in parallel with the traditional “classroom” education. Today’s
computer generation needs training in another dimension, and this will inevitably lead to the
rise of Web-based systems for education and training. In the near future students usually will
learn several areas of studies simultaneously, which will become increasingly possible again
for distance learning and the introduction of flexible forms of teaching and assessment.

ICT will facilitate lifelong learning, because what has been learned in the first years
of life will not be sufficed for the next years due to continuous technological revolution.
Hence the enormous challenge to educational institutions have to create a system for training
that will enable everyone to be motivated and have access to the system for (re)training. A
new technology provides many more opportunities and tools for training and qualification.
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Knowledge and skills acquired informally becomes increasingly important for employers.
Therefore there should be a tool for the recognition of those knowledge and skills.

5. ICT for Students’ Motivation

Modern technology can help everyone to learn almost whatever they want, but they
are not enough for learning how the learned matter can be applied into practice. The most
significant advantage of e-learning is that it allows much more easily access to collections of
huge amount of knowledge and learning resources and in addition presenting them in such
way that stimulates learners to be eager to search more and more information.

What is the secret of successful training — according to psychologists the key is
motivation. Students have to take pleasure in what they do, in order to develop their
creativity and talents. The leading motivation for acquiring knowledge is the understanding
that this knowledge will be useful for you. At the outset of education new students have to
see examples of their predecessors who reached the peaks of science and intuitively begin to
seek to emulate them. This is the practical manifestation of the good example. ICT can bring
much about this — with information on school/ university sites about most impressive
students’ achievements, with short clips showing successful careers of former students or
even by providing opportunities for chat and/or audio/video conference with famous and/or
prosperous alumni.

Learning platform, applied methods of teaching & evaluation and ICT tools for
cooperation between teachers and students are crucial to the formation of positive attitudes
and motivation to learn in e-learning environment. Teachers who provide less cramming and
memorizing lessons and encourage students to develop their thinking and learning to use
acquired knowledge in various situations provoke continued interest in the learning mater.
Understanding the connection between theory and the reality is much more interesting and
motivating for most students than learning abstract ideas by heart or concepts without stating
clearly their practical application. At that point a multisensory teaching approach enriched
with ICT tools for illustration and visualization of real processes and events is useful to the
great extend. Students, who utilize educational material focusing on its practical aspects,
have a deeper interest in science and confidence to tackle real projects and problems.
Contemporary ICT-based communication tools incorporated in e-learning platforms (chats,
e-mails, forums, etc.) can help much in establishing more informal relationships between
teachers and students that will benefit both sides. Variety of applied ICT-based tools (audio/
video conference, remote lecture presentation, films, simulation of real processes, augmented
reality, etc.) in traditional teaching methods make students more intrigued and interested in
presented learning matter.

Another aspect of e-learning that contributes to the motivation of students is enabling
relatively autonomous educational process. It is well known that people perform best when
they are given autonomy, opportunity for mastery, and the belief that their task is
meaningful. Learning with self paced speed, in a convenient time, on a self selected courses
and/ or using preferable teaching method allows intrinsically-based motivations to increase.

Teachers should understand the unique personality types of their students to keep
them interested in learning, inspired and productive. The results can be amazing if students
are offered the right incentives — the ones that influence their personality and develop their
brain — to make them mentally and emotionally devoted in doing their best. Money is not the
universal motivator and so the excellent and motivated students have to be “rewarded”
personally, for example to have choice to compose their own learning plan or to select
project topic, free courses, etc. The well known work principle in Google “20% time, in
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which employees may spend one day a week on whatever they want” is a brilliant example
of how intrinsically-based motivations thrive and result in useful things such as Gmail,
Google News, AdSense (a program that allows serving automatic text, image, video, or
advertisements that are targeted to site content and/or audience) and Orkut (social
networking website). Similarly, students from upper grades could be allowed to choose for
example 20% or more of their non obligatory e-learning courses even from another
department or university, what is very easy in web-based teaching.

ICT-based teaching methods allow students to learn on their own. The key is to make
students self-motivated. There is never just one right way to do something and e-learning
resources enable students to develop their own ways. Students motivate themselves in their
own way, they do not have to be told how to do things, but only what to do and let them
reach their own results. ICT-based platforms should provide tutors tools for guiding by quick
and adequate feedback.

6. Conclusion

Having in mind the above mentioned, it is obvious that the integration of ICT in
education may contribute to reducing the difficulties and obstacles of the students in
acquiring knowledge concepts. In addition, the appropriate ICT-based learning courses
appear to be a modern approach to self-teaching. People should educate themselves
throughout their lives and promote the best of its uniqueness and experience. This can be
achieved by appropriate ICT-based methods and forms that intensify educational impact and
interaction; stimulate active and interactive learning and contribute to continuously
improvement of education quality.

The advantages of integration of modern ICT in the education process are:

- Interactivity;

- Easy personalization of learning courses through ICT tools;

- Dynamic and adaptive learning resources;

- Multimedia presentation of content;

- Instant access to the vast amount of information available on the World Wide Web;

- Live connection to events and processes and

- The possibility of a combined use of all these properties.
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Abstract. A business continuity plan is essential for every business organisation. Its
role is to guarantee the continuity of critical business operations, minimum business
downtime and the fast and smooth recovery of key business activities in case of an
occurrence of any disruptive event, no matter what the source of the event is —
hurricane, fire, espionage, data theft, power outage, hard disk failure, etc. To be
successful, a business continuity plan should address all the potential risks connected to
mission critical business operations which should be identified, assessed and effectively
planned for. As information technologies become more ingrained in business
organisations’ operations and communications with customers and suppliers, the rise
and spread of cyber security threats will continue to multiply, leading to devastating
results for business organisations. In order to deal with this, companies need to fully
understand how cyber threats can affect their mission critical business activities. Thus,
cyber security risks should be considered as an important issue when it comes to
business continuity planning.

Keywords. Business continuity planning, cyber security risk, cyber security.

1. Introduction

Business continuity concerns the maintenance of the availability of all key business
resources which are necessary to support essential business operations. Therefore, we can
say that business continuity planning is connected with the development, implementation and
regular update of frameworks, programmes and policies which have a main goal of
preventing possible business disruptions caused by expected or unexpected events. An
essential part of business continuity planning is to conduct risk assessment and business
impact analysis to identify the possible threats which could cause business interruption.

There are many threats that could cause potential damage to critical business
operations, not only to the operations but also to people, data, the IT infrastructure etc. Thus,
business continuity planning is connected with the risk management strategy of the business
organisation and it should cover a subset of operational risks.

It requires taking proactive action against the two main groups of disasters which
could harm the organisation: natural and man-made disasters. Among the threats in the
second group there is one that is becoming more and more important to consider — cyber
security risk. The reason for this is the total penetration of information and communication
technologies (ITC) in business. Nowadays data and information are vital for every business
organisation. Together with the intensive use of ITC they serve businesses of all sizes in that
they give competitive advantages on the global market. Protecting data and information
systems and keeping them secure is a major task for the organisation.
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The purpose of this report is to review the significance of cyber security risks and the
effects on business organisations as this surely transforms into an essential business
continuity planning issue. As the director of FBI Robert Mueller said, “I am convinced that
there are only two types of companies: those that have been hacked and those that will be.
And even they are converging into one category: companies that have been hacked and will
be hacked again” (This quotation is part of the speech of the FBI Director on RSA Cyber
Security Conference which took place in San Francisco, California in 2012. The full speech
could be found here: http://www.fbi.gov/news/speeches/combating-threats-in-the-cyber-
world-outsmarting-terrorists-hackers-and-spies).

2. Concerns over Cyber Risks

During the last few years the term cyber risk definitely shows signs of growing in
popularity. This is somehow connected with the process of digitisation and interconnectivity
of systems in organisations. While business organisations rely actively on IT, and their
employees use more and more applications on their laptops and mobile devices for the
purpose of their work, this leads to the generation of enormous amounts of available data and
information. Protecting this data, applications and systems from different forms of cyber
security risk via the Internet like a denial of service (DoS) attack or data theft is a task that
should not be underestimated.

Cyber security risk is defined as a risk to information and technology assets that have
consequences which affect the availability, integrity and confidentiality of information or
information systems, while the sources of cyber security risk can be organised into four
classes: actions by people, systems and technology failures, failed internal processes and
external events [2]. According to another definition cyber risk is defined as the chance of
damage or loss from an electronic exposure that can result in a negative impact for a business
organisation like disclosure, destruction or theft of data or unavailability of applications,
systems or networks [3]. Cyber risk is not a specific risk but it is presented as a group of
risks which differ in technology, means and attack vectors and have a potentially great
impact on the target — from legal liability and computer security breaches to privacy breaches
and theft of confidential data [1].

Managing cyber security risk means that business organisations need to pay more
attention to cyber security which, by premise, is an extension of established IT security.
Traditionally, boards have tended to believe that questions concerning the security and
integrity of corporate data is in the area of their IT staff. However dealing with cyber risk is
changing the focus from a purely technical issue to a serious business risk and that’s why it
should involve the attention of top executives and the board of directors [4].

One major reason for this new attitude to cyber risk is liability. Nowadays there are a
lot of demanding regulations in North America, Europe and United Kingdom concerning the
management of personal data — for example the EU General Data Protection Regulation, the
Sarbanes-Oxley Act and The Health Information Technology for Economic and Clinical
Health Act. Their fines and penalties are very rigorous when it comes to stolen data and at
the same time there is the possibility of criminal investigation, prosecution or legal claims
from customers or employees. The above mentioned facts lead to the conclusion that
compliance with these laws should be a huge priority for the governing body of every
business organisation.

The growing numbers of targeted cyber-attacks which are increasing in their
frequency and scale points out another reason why managing cyber security risk should no
longer be seen only as an IT issue. According to the survey “2013 Cost of Data Breach
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Study”, conducted by Ponemon Institute, more business organisations are looking to involve
not only the Chief Information Officer but also other corporate leaders in the management of
cyber risk while the average cost of a data breach is 188$ for each lost or stolen record [7].
The latter research paper also noted the following considerable findings:
v Security exploits and data breaches lead to a financial loss of, on average, 9.4%
million for a company;
v Concerns about cyber risks rank as high as or higher than risks from natural
disasters — 76% of respondents share this opinion;

v Increasing interest in cyber security insurance — 31% of the surveyed
organisations already have a policy and 39% of them plan to purchase one in the
near future.

All this shows that cyber risk has evolved and essentially it could affect any business
that utilizes or uses technology in its day to day operations, or handles or stores personal and
confidential data. Many recent surveys (by Kaspersky Labs, Harvard Business Review,
Deloitte, Marsh etc.) have come to the conclusion that these risks are increasing in scope,
frequency and severity and need to be managed in an appropriate manner, but actually nearly
two thirds of incidents are caused by issues (employee negligence, system glitches or
malicious attacks) which should be controlled at reasonable levels by business organisations

[6].

3. Cyber Risk as a Business Continuity Planning Issue

A business continuity plan should be created, tested and implemented to ensure the
recovery of mission-critical business operations in a timely manner. During the whole
business continuity process, information security needs to be woven as an integral part of it.
Business continuity planning needs to address information security requirements and must
conform to them as every other process in the organization should.

Business continuity /disaster recovery 51% 17% | 12% |103€ | 10% |
Cyber risks/cyber threats 2% 1% | 4% [aos]

Data leakage/data loss prevention 26% 30% | 20% | 13% | 11% |
Information security transformation 19% | 20% | 16% | 205 |

Compliance monitoring 31% [ 6% | 16% [ola%

BKey D1st O02nd O3rd O4th

Fig. 1. "Top priority" information security areas over the coming 12 months.

It is not a surprise that business continuity/disaster recovery is indicated as a key information
security area for the next 12 months with 51% of respondents marking this answer (see Fig.
1) [8]. The second top priority area is cyber risks/cyber threats. This shows that returning the
organisation to “business as usual operations” as soon as possible after disruptive events is a
goal that most businesses have already understood, and they would like to implement this
kind of policy. Meanwhile cyber threats have become a real business risk and need to be
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managed appropriately not only in the area of information security but also as a part of
business continuity planning.

Looking at the results in the global technological landscape in 2013 compared to 2012
(see Fig. 2) we can easily see that cyber-attacks and incidents of data fraud/theft register a
rise in both the likelihood of occurrence and the impact of the event. This is another
confirmation that cyber risks do exist and that cyber security should be treated as a board-
level issue within business organisations. At the same time, like critical systems failure,
cyber-attacks depict a possible scenario of disruption of normal business operations. Thus,
during the risk assessment phase of the business continuity planning process, sufficient time
should also be devoted to cyber risk assessment.

Critical systems faiure

35

Impact

"2.5 3 35 4
Likelihood

Fig. 2. Global Technological Risks Landscape 2013 versus 2012 [5].

This requires a proactive approach to identify and deal with cyber challenges. It
means that business organisations should analyse and understand the connection between
their business operations and mission requirements on one side, and the cyber domain on the
other side. It is important to identify essential cyber assets and what key business functions
and mission capabilities they support. Doing so guarantees the achievement of cyber
resilience and helps in reckoning the impact of loss due to a certain cyber event.

Including cyber risk when planning business continuity helps with testing the
performance and capabilities of cyber assets and also supposes that there can be weaknesses
found in cyber-related operations which could be referred to as areas for improvement. The
business continuity plan is not complete if it doesn’t take into account the need to maintain
the availability of the mission-critical cyber assets of the organisation. There is a bilateral
effect — a plan as to how to keep a business “up and running” in a case of cyber-attack but
also to improve cyber security through the business continuity management lifecycle.
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4. Conclusion

The consideration of the above leads us to the conclusion that as more and more
activities in and between business organisations and their customers and business partners
move through interconnected systems and the Internet, cyber security risks will multiply in
any sense. Business organisations that have implemented a cyber security policy and have
considered the potential disruption of critical business functions as a result of cyber-attacks
are prepared to mitigate and minimise the damage from a security breach. Their business
continuity plan will keep them operating and doing business, while other competitors which
are less prepared might fail, thus having an extensive impact on their reputation, revenues,
employees’ morale and future business opportunities.
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Abstract. The report examines the current methods for verification of public
expenditure projects. It presents the characteristics of public sector projects. They are
given basic methodological formulations for the verification as a business process.
Below are the characteristics of the process and its characteristics. The main results are
related to the electronic verification of accounting documents scanned.

Keywords. Information Technologies, public projects, electronic verification.

1. Introduction

The project BGO51PO001 - 3.3.07-002 "Student Practices" (the project ends on
October 31, 2014) is implemented by the University of National and World Economy in
partnership with the Ministry of Education and is co-financed by the European Social Fund
[2]. Its objectives include improving the quality level of education by providing opportunities
to gain experience and improve the practical skills of students of University of National and
World Economy in accordance with the needs of the labor market.

2. Approach for uploading scanned documents in the system

The project is based on the approach to scan and upload in web based platform of all
contracts and supporting documents. Project is based on the principles of the computerization
of the management and verification of funds. Some principles of this process are described
by Kirilov [1]. Basically similar approaches to scan and upload scanned documents signed in
the systems are already common in practice and demonstrate their effectiveness. In particular
it is (see Figure 1 and Figure 2):

e Contract between university and student;
Contract between university and employer organization;
Contract between university and the Ministry of Education;
Contract between university and expert;
List of insurance;
Order to determine the professional staff;
Contract between university and mentor.

193



3RD INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
Economy AND EpucaTiON (ICAICTSEE - 2013), DECEMBER 6-7™, 2013, UNWE, SoFIA, BULGARIA

4 Cryaesoxn npaxtwcn

&‘ £ e R LT ONE D-¢

File Edit View Favorites Tools Help

CTyAEHTCKM MPaKTUKK

NpoexT, dwHancHpan no Of1 .PasanTMe Ha UoBeUIKHTe pecypoH
Chdmnancupana or EBponeRicknA CouManen GOKA

@  3anpoekTA HOBUHN JIOKYMEHTH CTYAEHTH TONATENM BUCLLM YYU/IM KOHTAKTH BbIIPOCH U OTTOBOPU

MorpeGuten: ipe3 MOAYRa @ HEOBXORMO 43 CE KaNaT CreAHiTE AOKYMeHTH:
[0roBOp MeXAy BuClLe yumLLe # MOH : 818 QOPMATa 3a Kaugawe Ce BL3eXaa Ne W AaTa Ha A0T0B0pa
Cyxeben )
Ao 1 : BL8EXAA Ce NY, A3Ta Ha A0TOBOPA H CE NOCONE3 OF
Bpogun [10roBOp MeXay BHCLE yNIuTHILE I CTYAGHT; BS8EXAa Ce NP, A3Ta Ha AOTOROPa H C2 W3EWPa OT NAZALLO MeHIO CTYAeKT
Yuusepcurer 3a - [AOTOBOP MEXAY BHCUI YSWIMILE ¥ MUAT3, PAGOTEWIM N0 NPOeKTa; e TPA6Ba A3 Gbae OTORAR: TH CBrAaCHO

Gopw

HAUMOHA/HO ¥ CBETOBHO

g 20 3 MB (1p Merabaiira) 2 pasmep wa Qaitna ce Hanara, nopa

cronancrso - Coun

HEOGXOAMOCTTa OT I0-Gp30 MPErAEXAHE Ha AOKYMEHTUTE, KOETO 38HCH 1 OT Epel wepa Ha oailna

| 10 HAKOFi OT CAEAHMTE HAGMHIE 1) KATO HACTDOWTE CKEHEPa A3 CKaHWD Ha uTe CTpaHMLY

o

uepro-6310; 3) KaTO U3BEpeTe HACTPOIK:

AMO KOMPECUPAHE NpH CL3A38aHe Ha PDF Qailna.

B6HM CHOBUISHMA

Bcexn AokymenT fin. AKO QEANST & C NO-TORAM PASMED Wik A

xausa karo o, e T GOpMT, TOfi HAM3 A3 6

H Gain,

Katen. 33 HaManABaHe wa pad Oxe 3 Ce WaNOA383 NO-TOAM KOMNPECHA, NO-HHCKS P 5paXEHIETO N HepHO-6ANO CKanMpaHe. Tex
Ipogun wciue yuwnn VSMCKEBHWR C& HARBTaT NOPAAN ENEKTDOKHATa OOPABOTKS, NPErAEA  BEPHOHKALIAR Ha AOKYMEHTTE OT DaZAMUHA NOTPEGTEH Ha CACTEMAT

AKO CTe AGNYCHANM PELLIKa, CHCTEMSTa LLe Bt MHOOPMIPA C YEPBEH KIATHC HAA GOPMATS Mceane ce nosssea
Cryaeah cuobusesmne NeH LBAT.

MORyMT NOBONABA A3 CE PEAIKTUPAT AJHHUTE, A3 Ce KAUBAT noBeue Ha Bpoit dai ION38AITe UKOHA "+
Hacrs W/EKCTEpTH XOraTo TPAGEa 22 ACGABMTE APYTM CTPAHULM WAH (AFiNOBE KbM A3AEH AOTOBOP. H eHT. He kausaiire

HOBH AOKYMEHTW, KOTaTO 3aNMCHT @ 0AOBPeN OT MOH2. Pesa (OXHM AOKATO JOEYMENTHTE He ca

R TR BKIOUEHH B OTUET. C/eA BKAIONEAHE B O

MSI'IPBUAENE Ha AOKYMEHTH 3a /iuarta no npoekra

HAMA BLIMOXHOCT 32 KO

npasx

I Norsepxassane

+ Hos goxymenT Bua AoKyMeHT W3bepeTe BuA AOKyMEHT v
perucrpaLumy Ka CrysesTH

MOH/3actpaxosks Hacraswwuw/Excnepru || Crysewta | Oupwmm | Mentopn || Crunemaum

Figure 1. Sending documents for individuals within the project

http://praktiki.mon.bg/sp/Im=996ep=

E”‘ | [— "
le Edit View Fovorites Tools Help

3A NPOEKTA HOBUHN JIOKYMEHTH CTYAEHTH PAGOTOJATE/IN BUCLLIM YYU/ULLA KOHTAKTU BbIPOCM U OTFOBOPU

Movpe6uren: Pe3 MOAY/a @ HEOGXOANMO 43 Ce KauaT CreAHMHTE AOKYMeHTH
Aorosop Mexay suclwe yunnuiie w MOH : B8 GOPMaTa 33 Kaugare ce BbBexaa N2 1 43Ta Ha A0roBOpa
CnyweGen
rOBOP MEXAY BHCLUE yuinile W PaBOTOASTEN : BLBEXA3 Ce N2, A3Ta Ha A Ce N0CONBa OT NaAALIO MeHIo PABOT
npogun Ha - AOT080p MeXaY BHCILE YSIUTHULE W CTYAEHT: S58EX33 Ce NS, 2373 13 AOTOBOP3  Ce M3OHP3 OT N3ALLO MEHIO CTYREHT
Ynusepcuter sa H0rOB0p MeXay BHCUE YL W THUST3, PABOTELIN O MPOSKTS: 33 BCAKO AULE TPAGS3 A3 G1AE OTBRAAIAHS CTABKAT Ka H3C t APYTHTE PEKBHSHTH CLIZRCHO

HaUMOHANHO U cBeToBHO PP
3 Gu2aT & POF QOpMaT ¢ obem 40 3 MB (1w merabaiira) Bcexw. U

KEIHETO 33 pasMep Ha Qailna Ce Hanara, nop:

cronancrso - Cousn

epes

nosete. Moxe A2 Hawar

He Ha AOKYMEHTHTE, KOE"

ew v pexgare 13 ¢

e pasuepa Ha oa

110 HAKOM OT CAGAHATE HAWMHIE: 1) KATO HACTPOWTE CKEHEPa A3 CKHWPA H3 MO-HIKCKA PE3OMOLMA (150-2000pi), 2) KATO CKAHWPATE HEpHO-GenMTE CTpaHMLI

R vzwog

uepHo-6aA0; 3) KaTO WabepeTe Hac

K3 33 N0-TOARMO KOMNPECUPaKE NPK CL3A38aHe Ha PDF Qaiina.

Cayxe6Hm cuobu

BCeKy AOKYMEHT Ce Kauea KaTo OTAeAeH Gail, 3 He - BCMUKH AOKYMEHTH B eAuk Gaiia. AKo Gail

& ¢ No-ronsM p:

uep Wik APYT Gop!

Tl HAMa Aa Buae

Kauew. 33 HAMANABaHE H PAIMEP3 MOXE A3 Ce U3NO/3A NO-TONR

MOLMA H3 MIOGPEXEHVETO Wi YEPHO-GANO CKaHMpaNe. Tesn

3 KOMIPECHS, MIO-HICKA P

Mpogun awc JSHCKB3HIA C& HRATaT OPAAY ENEKTPOKHTa 0BPIBOTK: 1 Ha cncrenara
AKO CTe A0NYCHAMN (PeUIKa, CHCTENATa e 8 WHOOPMWPA C vepBeN Haam ara, 33 23 A xopuTWpaTe. PN ycnewHo 3an
Cryaenn e
MORYTLT N03807E3 23 Ce PEABKTHPAT AaHHITE. A3 CE KANEAT nOBEE V4 33HC, Wik 23 Ce STPHES

XOraTo TpAGEa A2 ACGa M A0TOBOP. He Cuanasaiir

APYTY CTPaHULM W HOBU peaose, AYGAMPALLM eANH

3NMCLT @ 0a06peH oT MOH2. PeAaKUMATa, A0GaERH

VITPHBAHETO Ha GaiinoB:

sKnIouBaNe B

HAMA BHIMOXHOCT 33 KOPEKLIHS.

Msnpamane Ha AOKYMEeHTH 3a /iMuara no npoexkTa

= + Hos goKymenT Bua AoKy) ] oy
Torosop BY - CTynenT
Torosop BY - opranmsauus pacotogaren
Horosop BY - MOH
Torosop BY - excnept
MOH/3acrpax\exu | Hacrd CncbK 3a sactpaxoska

3an0sen 3a onpeniensHe Ha exCNEpTHHA NEpCoKan
[orosop BY - MeHTop

Crunesauns

Crunesanm

OruwTasie Ha wacose 1

Aedivoc

OMRHa Ha e-mail # Napona
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At Figure 3 is shown an option of a verified document.
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Figure 3. Scanned and verified contracts between the University and MON

The main levels of verification of these documents are:
e Document uploaded from high school;
e  Status MON;
e  Status MZ.

At Figure 4 is shown an option of verifying the cost for scholarships to students.
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Figure 4. Electronic verified expenditure

The main levels of verification of these costs are:
e Type of expenditure uploaded from high school;
e Status MON;
e Status SFMON.

In the example case, this cost is successfully verified on three levels.
At Figure 5 is presented an opportunity to verify the total cost.
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Figure 5. Verification of general expenses

3. Conclusion

The main purpose of University of National and World Economy with this project is
to provide students with knowledge, skills and competencies as a result of training and work
in a real practical environment that creates opportunities for better realization in accordance
with the requirements of the labor market. Already a part of students receives concrete
proposals for employment. Electronic reporting within project BGO51PO001 - 3.3.07-002
"Student Practices" makes possible the application of a new approach for verifying the costs
of public projects.
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Abstract. Conducting practical training is very important for students. It carries the
combination of theory and practice. This is the key to easy adaptation of graduates in
the labor market. Practical training is important for students of public administration. It
allows upgrading their knowledge, skills and competencies in line with the labor
market. The main objectives of the training are: to help improve the quality of
education to facilitate the transition from education institutions to the workplace to
enhance the successful implementation of the youth labor market, to help build strong
partnerships between educational institutions and business, to strengthen the incentives
for students to participate in additional practical training in a real work environment. In
conclusion, formulate conclusions.
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1. Introduction

The project BGO51PO001 - 3.3.07-002 "Student Practices" (the project ends on
October 31, 2014) is implemented by the University of National and World Economy in
partnership with the Ministry of Education and is co-financed by the European Social Fund
[3]. Its objectives include improving the quality level of education by providing opportunities
to gain experience and improve the practical skills of students of University of National and
World Economy in accordance with the needs of the labor market.

2. Contracts — execution and administration

For the period from July 1, 2013 to January 31, 2014, the number of contracts for
student practice in the University amounted to 1930 units (Table 1).

Table 1. Number of contracts

Registered students Number of practices Number of Number of
within the information confirmed by practices contracts
system of the project employers confirmed by
students
6135 3128 2960 1930

A graphical representation of the registered student is given at Figure. 1
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Figure 1. Number of registered students and contracts

3. Participation of students of “Public Administration”

Computerization of the process of application and cost accounting fits perfectly into
the current trends of e-governance. Similar principles are described by Kirillov [1].

To participate in the practice can apply all the students registered in the register of
current and discontinued undergraduate and graduate students supported by the Ministry of
Education. After a survey we found that students of University of National and World
Economy involved with the project are mainly students bachelor's degree.

University of National and World Economy in Sofia participates in the project with
6135 registered students and so far 1930 of them are contracted to conduct practical training.
Distribution of contracts by departments is shown at Table 2.
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Table 2. Distribution of contracts by departments

General Economics 283
Business Faculty 384
Faculty "Management and Administration" 201
Financial - Accounting Faculty 345
Faculty "Economics of Infrastructure” 217
Faculty "International Economics and Politics" 144
Faculty of Law 226
affiliate "Economics and Management" 7
Faculty "Applied Informatics and Statistics" 62

A graphical representation of the distribution by departments is given at Figure 2.

Faculty "Applied
affiliate "Economics Informatics and
and Management" Statistics"
0% 3%

Faculty
"International
Economics and

Politics"
7%

Figure 2. Distribution by departments
Application, approval and reporting of practices / internships takes place in a specially
constructed for this purpose online system (praktiki.mon.bg). Architecturally this system
represents classic three-tier architecture. Database study of such a system gives rise to the
formation of different nature and structure records. Detailed description of databases of such
systems is done in a study by Milev [2]. He points out the special importance of the process
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of dynamic database structure of a similar system. This creates opportunities to facilitate the
students with the system. Every student can apply to more than one employer and can be
selected by more than one. Students sign a contract for practical training in the University of
National and World Economy in 12 days of confirmation of an offer from an employer.

As seen from the data presented in Table 2 and Figure 2 the participation of faculty
"Management and Administration" — the composition of which is the specialty "Public
Administration” is significant - about 15%.

Practices of this project are not mandatory for students, despite the interest in them is
very large. Within the project, the students undergo practical training in a real working
environment for 240 hours. After the Successful completion of the internship students
receive a scholarship of 480 Iv. Until 31 October 2014, the expectations are that the number
of contracts with students of the University is going to reach 3100.

Increasing interest in the practices of students from University of National and World
Economy account among employers - our students are preferred by banks, consulting firms
in finance , insurance companies, manufacturing companies, accounting firms, law firms,
municipalities, government agencies, non-governmental organizations, museums, real estate
agencies, publishers and others. By the time University of National and World Economy has
contracted with over 500 employer organizations and over 1000 mentors from them that
assist students in their practical training.

4. Conclusion

The main purpose of University of National and World Economy with this project is
to provide students with knowledge, skills and competencies as a result of training and work
in a real practical environment that creates opportunities for better realization in accordance
with the requirements of the labor market. Already part of students receives concrete
proposals for employment. Implementation of the project BGO51PO001 - 3.3.07-002
"Student Practices" is in support of the mission of the University of National and World
Economy to provide their students with knowledge and skills so that they creatively solve the
problems of the present and the future in the fields of economics, management and
administration, law and politics.
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Abstract. In theses is treated a new method of forecasting the financial condition of the
company. The algorithm is interesting because in practice shows the high accuracy of the forecast. This
is achieved by eliminating the factors of reduced quality prediction, which characteristic of the
traditional forecasting methods.

Keywords: forecast financial position, financial performance, financial ratios.

One of the advantages of template method to the classical methods of prediction, it is
the fact that classical methods have been developed based on a sample of different types of
businesses, but the template method of forecast in addition to the data of other companies,
the system can get forecast, exploring its own sample. However, at the beginning of the
operation of the business, such opportunities are not available, because not yet formed its
own sample with accounting data. Some people believe that there is no difference, what kind
of samples in using, their own samples or samples of other companies. Nevertheless,
following the logic of common sense when using the sample of other enterprises (mixed
sample) template method is no longer taken into account type, size businesses, activities,
economic conditions and other features of the functioning of the company. This omission can
not but have a negative impact on the quality of forecasts.

In this regard, there is a need to verify the accuracy of the template method forecasts
based on own sample and a sample of the generated data from different companies.

To test it was decided to form a sample of data from different companies (Safin-Grup,
DigiAger, GekaTex, CarComVit, Bilgi-Com). When this sample was obtained, it was
necessary to accommodate the data so that the reporting periods within each company
located consecutively, and also the sample of companies have to be placed one after the
other.

Under this condition, the algorithm is guaranteed the correct work of template
method of the forecast. (LINK to article Lewandowski). To fulfill this requirement, in the
field of date, have entered values with increasing periods of the quarter and the year. For
example:

date

31.03.1995

30.06.1995

30.09.1995

31.12.2012

Thus, initially having a five-year quarterly sample of five companies, was derived the
database which consist from 100 lines. One line contains the data for one quarter.

Before we consider how to perform the verification of prediction accuracy, recall the
essence of the template method of forecast financial condition. The financial condition of the
company presents itself continuously changeable the value, which can be characterized by a
set of values of financial performance for the period. If the company is solvent, its state is
characterized by a specific set of financial ratios, characteristic for successful financial
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situation. When an organization is in crisis, its state can be characterized by sets of indicators
specific to the crisis. When a company is on the eve of the crisis, respectively, such financial
situation can be characterized by a set of indicators specific to the pre-crisis situations.

The essence of a generic prediction method is that the system searches in the database
with sets of indicators for various periods, such a set of indicators that would be similar in
the values of the current reporting period. If such a set is found, and this was found to be
characteristic of a set of pre-crisis situation, then the system should warn the user about the
possible development of the crisis. Pre-user should be noted in the database all the sets
corresponding to the periods of crisis as a "crisis." And all the periods that preceded the
crisis, respectively, should be labeled as a "pre-crisis".

In general, the template method can predict any of the financial condition, it should
not necessarily be a "crisis." To form a prediction, it is enough to found in the database a set
of values of indicators that would be similar to the set of the current reporting period.
Subsequent set, after found set in the database will be a set of prognostic value.

The significance of the template method of forecast has been shown in the prior
«Template method of forecasting the financial condition» [2].

It should be noted that in obtaining results (Table 2), the calculations are not
performed in a mixed databases, but in separate databases. Each company counted prediction
accuracy only according to their own selection. Now it is necessary to perform the same
calculation of accuracy of the prediction, but based on the newly formed sample of data from
different companies. The algorithm of the calculation is identical to the algorithm calculating
of predictive accuracy forecast on their own sample, which was discussed in detail in the
second chapter, the difference in the treated samples (on their own sample or are of different
types).

But still, to get a forecast on the basis of samples of different companies still need to
make some changes. Yet from the results obtained by polytypic (mixed) sample subtract the
number of combinations which made up from periods of the own sample. In this case, the
results will be only a combination of different sets of indicators of enterprises. What is
required.

Table 1
The final results of calculations of the forecast accuracy based on of
the polytypic samples

of different types of Own different types of sample
16% sample sample without own sample
R S W=R-S
YYY 581 53 548
YYN 125 15 110
YNY 2394 94 2300
YNN 669 27 642

For example, 16% error comparison were obtained the following results shown in
Table 1 in the third field "private sample.” YYY designhation means that the values of the
indicators coincided, dynamics and prediction. Y-from the English «YES». The first "Y"
means that coincided indicators, the second "Y" - the dynamics coincided, and the third "Y"
means that coincide forecasts. «N», respectively, taken from the English «NO», that is no
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coincidence. If the second N, then did not coincide the dynamics and on the third N - did not
coincide predictions.

Then, using the data in Table 1 from the fourth field of W, by the formulas (1), (2)
and (3) were calculated with the accuracy of forecasts with the coincidence TYYY dynamics
and coincidence only indicators TYNY.
TY:=(YYY+YNY)*100/(YYY+YYN+YNY+YNN)=(548+2300)*100/3600=79,11% (1)
TYYY:=YYY*100/(YYY+YYN)=548*100/(548+110)=83,28% 2)
TYNY:=YNY*100/(YNY+YNN)=2300*100/(2300+642)=78,18% 3)

The results were listed in Table 3 in field "error 16%". By A similar scheme was
calculated accuracy and for the another errors of the comparisons, all the results rendered in
table3.

Table 2
Average value of the precision with the error of comparison from 5% to 25%
25% 20% 16% 10% 5% Average, %
SR TY 80,21 75,95 75,03 69,6 70,02 74,162
SR TYYY 91,88 83,75 74,22 70,05 | 69,31 77,842
SR TYNY 76,83 73,09 76,1 67,62 | 64,47 71,622
The difference:
TYYY — TYNY 15,05 10,66 -1,88 2,43 4,84 6,22
Table 3
The average value of accuracy with an error of comparison
from 5% to 25% of the mixed sample (b-blend)
25% | 20% | 16% | 10% | 5% | Arerd®
SR TYb 93,68 89,1 79,11 53,39 28,37 68,73
sk | Y| 9421 | o058 | 8328w | 5682 | 3364 72,71
sk || eas | es77 | 7818 | 5200 | 257 67,85
The difference:
TYYYDb - -0,29 1,81 51 4,73 12,94 4,86
TYNYDb

Comparing the average values of Table 2 and Table 3 can be obtained a table of the
difference # 4, which is obtained from the difference between the values in Tables 2 and 3.
Table 4
The difference between the accuracy of the prediction between the values obtained
on its own and mixed (multi-type) samples

TY-TYb 5,433%
TYYY-TYYYb 5,132%
TYNY-TYNYb 3,772%

Cpennee 4,8%
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The average value of accuracy of the overall forecast of template method on its own
sample turns 74,162%, but in a mixed sample of 68.73%, a decrease of 5.433%. Forecast
accuracy, taking into account of the retrospective dynamics, based on his own sample is
higher about on 5,132%, than a similar outlook on a sample of different types of
businesses. Forecast without consideration of the dynamics indicators on their own sample is
higher on 3,772% than the forecast based on a sample of different types of businesses.

Thus, the forecast of the financial situation obtained by the template method and
formed on their own of accounting data sample is higher by about = 5%, then the similar
forecast based on a sample of other companies.
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Absract. With the development of information systems and the growth of managed
and stored data arises a need for monitoring and management systems. The companies
are increasingly interested in the performance of the systems which manage their
business. This report is a result of current and previous research for systems’
performance and more specifically the focus is on the database productivity in a system.
The database is considered as a part of the entire business intelligent system. This
report will propose information architecture of a business information system for
performance management of a database. The data sources for business information
system for performance management of business applications will be described as long
as the approaches for collecting and processing data in the system.

Keywords. Database, database monitoring, database administration, database
performance, performance forecast.

1. Introduction

The problem of business information systems’ monitoring and optimization has been
a current topic recently because the need for a solution is recognized in more and more
business areas.

Performance consulting and finding a solution to a performance issue is a part of
database administrator’s work.

Previous research papers present a concept for database performance management.
The entire idea is focused on early recognition of problems with database performance
management and their solution. This report proposes an information architecture of a
business information system for database performance management. There are some
specifics of the data sources of the system described, as well as methods and tools for
collecting and processing the system’s data.

2. Information architecture

We will start with the entire figure, figure 1 below visualizes the information
architecture of the system for database performance management. Then we will focus on
each of the layers to outline their main features.

206



3RD INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy anD EpucaTioN (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SoFia, BULGARIA

o L
===
—
ubsystem "REGISTRATION
F QUERIES FOR
T e hvtaen— MONITORING, FORECASTING
) stration of perfo o AND OPTIMIZATION"
Metadat
u reposiory e ! subsystem ,, FORECASTING “
*Generating correlation coefficients Subsystem "MONITORING
(= T— R STATE O AHE
T FUTURE STATE OF THE
R FEGISTERED QUERIES
gs«hsmem.opmwmou'
Business logic Presentation —
layer Ct layer QIIWIWASP ‘
DataBase layer SQL
o

Fig. 1. Information architecture design of a business information system for performance management
of the business applications.

a.  Database layer

The data sources in the proposed architecture are the database of the business
information system, the database that stores metadata for the management process of
generating the structure of the data warehouse and the structures that store performance data
— statistics, forecast statistics and correlation coefficients.

i. Information system database

The first data source that is the system’s main data source is the database or databases
of the business information system that will be monitored and examined. Each DBMS can
provide statistics about the work of the system at a certain moment, but most of the values
are momentary, without accumulation, which means that we can’t follow the degree of
change in the execution time for a period of time. For that reason we propose structures for
holding momentary states of the database, so that we can store and analyze more than one
momentary state. The main issue that arises here is that because of the different structures in
which the different servers store data about the work of the business system, we need to have
different structures for each of them, too. This fact leads to the idea of storing metadata in the
database performance management system, which is based on the current information
communication architecture.

ii. Metadata repository

The metadata is stored with the set purpose for automatic generation of data
warehouse according to the specifics of the database servers. This metadata can indicate
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what the corresponding database’s name is, what DBMS it works with, and the path to the
database, according to how long it takes to make a forecast and other relevant data. The idea
is to generate a data warehouse with a structure that is appropriate to a different DBMS. The
data warehouse is designed to store historical information that is extracted from the system
tables and tables with statistics of a particular DBMS so its data source is potentially one and
is homogeneous. Therefore, it’s reasonable to propose storage with an analogous structure to
the system tables’ structure, equipped with an indicator of time. In such a structure it is
possible to provide procedures for generating these structure-based meta descriptions.

iii. Database for performance management of the business applications

1. Statistics structures

The statistics structures are loaded by ETL processes. The stored data in the specific
structures is statistics for the execution time of queries, for data volumes in different database
objects and other necessary relevant statistics for generating forecast values.

ETL tools, stored procedures, offline processing or other appropriate tools provide
generation capability of statistical values at a precise time, depending on how dynamic the
process of system operation is.
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Fig. 2. Statistics data structures for data sources, on which the query depends — SQL Server.

2. Forecast structures

After collecting enough historical information about the operation of the system,
predicted values are generated based on the gathered statistics periodically. The generation of
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these forecasted statistics can be done using statistical packages, Data Mining, stored
procedures, MS Excel and many other instruments.

In the proposed architecture forecast structures with forecasted data are provided.
This is still storage structure, since this is historical data, accumulated values for different
periods, with the only specific that these periods are in the future.
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Fig. 3. Forecasted data structures for data sources, on which the queries depend — SQL Server.

3. Structures for correlation coefficients

Apart from structures with forecasted information about data values that are stored in
the system and the execution time of queries, the architecture makes the collection of
correlation statistics between data volumes and the execution time of queries for a certain
period of time possible.

The correlation coefficient between the two variables is calculated and stored in other
specific structures for correlation coefficients.

As the survey shows, at different moments of time one query is affected by different
resources. The idea is that the system can accumulate historical information about these
dependencies and, within a particular time, can record their correlational value.
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Sources

Fig. 4. Structures for describing queries, sources and correlation coefficients.

b. Business logic layer

(Queries
QoD ol <ple=>
Duefame Fvarzar(100) oD = CuerdD CrerfSourceComalationFonecas:
CuerfDescrption marchar(1000) -l - - [ - .
OferfTresioids Gu=rfiD ot 2
QT rrvaincher(S000) i — Foreca=iCoredCoes  rumenic(2 7]
R
L
Sourcell = SourcelD
QuarfiD = QuarfiD QuarfiD = CuerfiD -
H 1 ! _ _ - — gl
GerdlD = GuerfiD SounoelD = SouncelD
GuerfSourc=Canralation
Cuarf S {uerfTonecast
= — 2l - Scurcell <frl=
QoD o e erfih = ot Querfin e il
Dee dotetime  pie L5 mmme o ConelCosf  rumenc(2.2)
EwacutionTime  imt ExsousionTime i
AfecidRows i HecwdTows

ScurcelD i

SourceNams  vandhar( 100)
Deescripgion wanchar] 1007

<pht=

This layer is supposed to assure data registration, processing and execution of steps
included in all subsystems. The business logic is developed using the C# programming

language.

The business logic layer includes functionality such as:

Other.

c.Presentation layer

Collection and management of data for generating a specific data warehouse;
Registration of a server, a database and a way of authentication;
Registration of a business problem for monitoring;
Registration of data source, on which the registered query depends;
Registration of values for comparing performance;

This layer includes presentation of the results from the four subsystems:

Subsystem "Registration of queries for monitoring, forecasting and optimization"
Subsystem ,,Forecasting “
Subsystem "Monitoring the current and the future state of the registered queries"
Subsystem ,,Opitmization*
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This part of the system can be developed using different tools. For the current
research we have chosen ASP.Net application.

3. Conclusion

In summary, in this paper an information architecture design of a business
information system for performance management of the business applications is presented.

It is important to have a tool for database performance management in order to
identify potential risk areas for improvement. We have developed a prototype system for
database performance management based on the proposed architecture. The architecture,
presented in this report, gives database administrators a new level of database performance
management and monitoring. The solution gives the database administrators enough time for
reaction to an occurring problem with the application’s performance and respectively the
database’s performance.
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Abstract. Business Intelligence is becoming very important for managers of
companies with various sizes and operating in different industry sectors. Successful
business leaders are well aware of the advantages that Business Intelligence
technologies and tools provide for increasing their competitiveness and innovation in
the globalizing and very dynamic business environment. The main purpose of this
paper is to present the latest trends in the Business Intelligence system development.
The main usage and technology trends are related to the users’ increasing needs for
easy and immediate access to data, at any place and at any time, which leads to the
development of Mobile BI applications, Real-Time Bl and Self-Service BI tools.
Because of the constantly increasing volumes and radically different data, new Data
Discovery and Exploration tools are developed and provided by vendors. In-Memory
technology, delivering Business Intelligence and Analytics in the cloud, and Social Bl
are also important trends that will influence the Bl system development in the next
years.
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1. Introduction

Business Intelligence (BI) is becoming very important for managers of companies
with various sizes and operating in different industry sectors. Successful business leaders are
well aware of the advantages that Business Intelligence technologies and tools provide for
increasing their competitiveness and innovation in the globalizing and very dynamic business
environment.

The urgent business needs to make quickly strategic managerial decisions are well
supported by Business Intelligence systems that are turning data into actionable information
and providing visibility for effective corporate performance management. This is proven by
the latest surveys in the IT field, conducted by world leading technology research and
consulting companies like Gartner Inc., Forrester Research Inc., TDWI, etc., revealing that
Business Intelligence and Analytics are among the fastest growing sectors in the overall
worldwide enterprise software market.

The main purpose of this paper is to present the latest trends in the Business
Intelligence system development. The main usage and technology trends are related to the
users’ increasing needs for easy and immediate access to data, at any place and at any time,
which leads to the development of Mobile Bl applications, Real-Time Bl and Self-Service Bl
tools. Because of the constantly increasing volumes and radically different data, new Data
Discovery and Exploration tools are developed and provided by vendors. In-Memory
technology, delivering Business Intelligence and Analytics in the cloud, and Social Bl are
also important trends that will influence the BI system development in the next years.
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2. Main Aspects of Bl Systems Development

Bl Systems are becoming more and more popular, and develop rapidly during the last
decade. The BI software market experiences a lot of changes and confronts many challenges.
Three periods are considered when discussing Bl systems development aspects, based on the
available research and analyses conducted by world leading technology research and
consulting companies.

In the period between 2005 and 2008 [1], surveys among IT users from different
industry sectors reveal that the implementation of Enterprise Resource Planning (ERP),
Customer Relationship Management (CRM) and Supply Chain Management (SCM)
solutions is not sufficient for achieving high efficiency and effectiveness. Companies are
looking for systems ensuring optimal business processes and operations in order to stay
competitive. The availability of large volumes of data requires suitable 1T decisions and
support and the BI systems attract the attention of a larger number of business managers.
What is also peculiar in this period is the fact that Bl system development projects are
initiated not only in large enterprises, but also in small and medium-sized companies. The Bl
vendors also focus their efforts on the development of solutions suitable for SMEs, offering
Bl systems based on the SaaS model.

Business consolidation is another typical aspect of the Bl software market, with the
absorptions of Hyperion by Oracle, Cognos by IBM and Business Objects by SAP. The Bl
open source community also becomes more active and a number of pilot projects are started
leading to increased competence pressure over traditional Bl vendors. The great business
potential of Data Mining technologies is realized and therefore many Bl vendors start to
include such functionalities in their Bl system offers, either by developing Data Mining tools
of their own or by acquiring smaller IT companied working in that field. New price models
are also offered to users, e.g. providing licenses based on the number of users or the number
of servers used.

During the period 2008-2011, the worldwide market for Business Intelligence is still
rapidly growing in spite of the difficult economic situation. According to Gartner's annual
global CIO survey in 2011 [2], BI software is ranked number five on the list of the top 10
technology priorities for chief information officers (CIOs). However, the business users are
already demanding easier to use and more flexible BI solutions, while the IT experts need
standardization and control. Gartner’s experts talk about the “consumarization” of BI,
referring to the needs of providing simple, intuitive and interactive BI tools, that could be
used on mobile devices like smart phones and tablets, and “provide fun”, in order to attract
more business users. Another challenge for Bl systems in this period is the need for handling
large volumes of data from diverse sources, leading to the appearance of in-memory
technology and social and content analytics.

In 2012-2013 the BI market continues to expand. Analytics and Bl solutions are
ranked number one technology priority for Chief Information Officers (CIOs) in Gartner's
2012 CIO survey [3]. The leading BI vendors continue to consolidate and dominate the BI
market. However, a number of innovative vendors also appear and have a strong potential to
establish themselves on the market. In response to the business users’ needs, self-service data
discovery tools and packed analytics to provide business context appear. Traditional on-
premises solutions are still dominating the BI market but mobile and cloud technologies are
becoming more important and get more attention. Delivering analytics in the cloud and
mobility becoming essential are also among the five top Bl trends [4] determined by the Data
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Warehousing Institute (TDWI), a world leading organization providing education, training
and research for executives and IT professionals in the Business Intelligence field.

3. Main Factors Influencing Bl System Development

The most important factors that drive the Bl system development include new
technologies, rapid changes in the generated data, and more demanding information users.
The lifecycle of new technologies is becoming shorter which makes them cheaper and
consequently, more affordable for data collection, storage, access and analysis. The
appearance of cloud computing also provides possibilities for a cheaper access to new Bl
technologies because organizations don’t even have to buy new hardware and software but
rent them at affordable prices. The development of mobile computing makes possible the
easy and immediate access to data at any place and at any time.

According to leading experts in the Bl field, the next generation of Data Warehousing
and Business Analytics will mostly be influenced by “Big Data”. The term “Big Data” refers
not only to the enormous volumes of data that are generated nowadays, but also to the great
variety of data, requiring extremely complex data management and analytics technologies,
and to the increasing data velocity. The data volume is already measured not only by the
quantity of transactions, events or history amount, but also by the number of dimensions,
attributes, predictive variables. The data velocity refers to the continuously increasing speed
at which data is created, accumulated and processed, which leads to demanding real-time
processing and decisions. The data variety also changes quickly and therefore requires
sophisticated methods and tools for storing and analysis. Over the past 20 years data has
increasingly become unstructured, coming from sources beyond operational applications
(producing predominantly structured data). Latest research shows that unstructured data
tends to grow exponentially, while structured data tends to grow linearly, and moreover,
unstructured data is vastly underutilized. The variety of data sources includes internet data
(clickstreams, social media, social networking links), primary research data (experiments,
observations, surveys), secondary research data (competitive and marketplace data, industry
reports, consumer data, business data), location data (mobile device data, geospatial data),
image data (video, satellite images, surveillance data), device data (coming from different
sensors, RF devices, telemetry), etc., and continues to increase. All these changes in the
available data lead to great complexities in data integration, transformation and processing.

The increasing demands of information users lead to convergence, i.e. to the need for
merging traditional data management and analytics software and hardware technologies,
open-source technology and commodity hardware, and creating new alternatives for IT and
business executives to address Big Data analytics. New proprietary and open-source
technologies enable different approaches for easier and more affordable storage,
management and analyses of data. Hardware and storage is affordable and continuing to get
cheaper to enable parallel processing. There is an increasing interest in handling the variety
of unstructured data.

4. Current Trends in Bl System Development

All of the above described factors lead to the development of Mobile Bl applications,
Real-Time Bl and Self-Service Bl tools. Because of the constantly increasing volumes and
diversity of data, new Data Discovery and Exploration tools are developed and provided by
vendors. In-Memory technology and Social Bl are also important trends that will influence
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the BI system development in the next years. Some of the most important trends in the Bl
system development are presented below.

Data Discovery and Self-Service Bl

Information users nowadays are demanding an easy and immediate access to the data
that they need for quickly taking managerial decisions. They are already not satisfied with
traditional Bl dashboards, providing preliminary defined analytical data, but prefer to be able
to assemble their own dashboards and key performance indicators, and to get possibilities for
linking insight to action. Bl vendors are responding to these demands by providing the so
called data discovery tools [5]. “Data discovery” is a new term used to describe the new
wave of Business Intelligence that enables users to explore data, make discoveries, and
uncover insights in a dynamic and intuitive way versus predefined queries and preconfigured
drill-down dashboards. With data discovery tools the IT experts are providing the
infrastructure, but the business people produce analytics and reporting, creating their own
reports and dashboards. This is also referred to as Self-Service Bl — an approach to business
analytics that enables business users to access and analyze corporate data without the direct
participation of IT experts who are involved mainly in the data warehouse and data marts set
up and maintenance. The Self-Service Bl approach is potentially beneficial for both groups,
the end users being able to create personalized analytical queries and reports, and the IT staff
being able to focus on tasks ensuring high quality data.

Mobile BI

Mobile BI starts with the appearance of smart phones in 1999. However, it is
becoming mainstream with the launching of tablets, leading to the increasing demands of end
users, insisting to have an easy and instant access to information in order to make managerial
decision at any time [6]. The massive changes in the way of consuming information have
also affected the development of Bl applications. Mobile Bl applications are easy to deploy,
they often appear quite simple to the users and yet satisfying their business needs, and ensure
24/7 access to Bl and data analytics. Nowadays there are two main strategies for delivering
Mobile BI - purpose-built and web-based. The purpose-build Mobile Bl applications are
device-specific, e.g. iPhone or Android applications downloaded from iTunes or the Android
Market. The web-based Mobile Bl applications are using a web browser and work on most
devices without an application being installed on the device. Mobile Bl applications can
increase the productivity of business users but there are some challenges to consider [7]. The
main problems are related to data security concerns, the small screen size and limited
memory of mobile devices.

Cloud Bl

As already mentioned, the appearance of cloud computing provides possibilities for a
cheaper access to new BI technologies because organizations don’t even have to buy new
hardware and software but rent them at affordable prices. Companies do not have unlimited
capital to invest in infrastructure while their data is exploding and therefore the idea for using
Bl in the cloud appears. However, for various technical, political, social, regulatory and
cultural reasons Cloud computing has not yet become a successful business model widely
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adopted for enterprises to store their large data assets. The main obstacles to overcome
before moving Bl on the Cloud are related to security and trust [8]. Companies always keep
their important data on premise, and the public cloud remains untrusted for many
organizations.

Other Technological Trends for Bl Development and Delivery

The number of BI vendors, delivering open source Bl solutions, increases on the Bl
market. The open source Bl software is becoming popular and well accepted, especially
among small and medium-sized enterprises (SMEs) that cannot afford large budgets for
expensive proprietary solutions. Open source Bl is not constrained from proprietary vendors’
ideas and vision, but allows users to develop applications in the way that suits best their
business needs. Open source technology provides also flexibility in the adoption model — the
Bl software could be downloaded and deployed at any moment when users need it, the
adoption could be carried out at the users’ own pace, it could be further extended with new
functionalities, and last but not least, it could be acquired at a lower cost.

In-memory BI is another technological approach used recently in Bl systems to solve
complex and time-sensitive business scenarios. Traditional Bl deployments are usually disk-
based, i.e. the application queries data stored on physical disks. With in-memory BI, the
queries and data reside in the server's random access memory (RAM). The in-memory
approach improves the overall speed of a Bl system and provides business users with faster
answers, especially for queries that take a long time to process in a large database.

Traditional Bl solutions are very complex systems, considering multiple components
including data warehousing and the associated problems of data integration and cleaning,
query and reporting tools, OLAP, data mining analytic tools, metrics creation and
management, dashboards, alerts, etc. [9]. For these reasons, traditional Bl system
development approaches are very complex and consist of many stages, steps and activities.
The term Agile Bl is recently used to refer to the agile software development methodology
for Bl project implementation. This different approach reduces the time-to-value of
traditional Bl and makes Bl applications more flexible and able to react much faster to ever-
changing business and regulatory requirements.

A new BI delivery model is also the Software-as-a-Service Bl (SaaS BI), sometimes
referred also as on-demand Bl or cloud B, in which Bl applications are not implemented on
the premises of a company but are employed at a hosted location and is accessed via
protected Internet access. As a difference to the conventional software licensing model with
annual maintenance or license fees, the SaaS BI generally implies a pay-as-you-go or
subscription model. The SaaS BI delivery model main advantages are the easier access to
solutions without building and maintaining an own onsite implementation, the immediate
access to Bl and predictive analytics, and it is a good choice when there is low budget for Bl
software and related hardware. The disadvantages, however, are the limited features if
compared to on-premises software products.

Another term, associated with delivering Bl solutions in the cloud, is social B, which
is either referred to as the creation and sharing of Bl analytics reports and dashboards by end
users of cloud computing, or as providing Bl based on social networks data. Social Bl is
enabled by the rapid growth of social media networks in 2009 and will continue to play an
important role in the Bl field.
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5. Conclusion

The Bl market is growing and will continue to be on the rise. The Analytics and
Business Intelligence solutions will still be a primary technology priority for CIOs
worldwide, in all industry sectors and for companies of all sizes. The next generation Bl will
mostly be influenced by Big Data, big in volumes, variety and velocity, and the increasing
demands of business users requiring an easy and immediate access to the data that they need
for quickly taking managerial decisions, assembling their own dashboards and key
performance indicators, and getting possibilities for linking insight to action. In response to
these changes in the business environment, Bl vendors will focus their efforts on providing
Data Discovery and Self-Service Bl tools, and Mobile Bl applications. The market share of
open source BI solutions will increase. In-Memory technology, the agile approach to Bl
system development, delivering Business Intelligence and Analytics in the Cloud, and Social
Bl are also important trends that will influence the Bl system development in the next years.
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Abstract. The present paper presents Business intelligence (BI) concept of
analysing data coming from structured and unstructured sources to improve decision
making process in organization. The sentiment analysis for extracting opinion from
unstructured content is introduced to convert unstructured customers’ opinions into
meaningful structured data, so the data can be further analyzed in BI applications in
order to identify trends and patterns.
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1. Introduction

Nowadays companies face the challenge of explosive growth of both structured and
unstructured data. While 20% of the data available in companies is structured, the other 80 %
is unstructured. Unstructured data are all text documents, logs, survey results, and e-mails
within the company; external data like social media data, generated in Facebook, Twitter,
LinkedIn, and Flickr; mobile data including text messages and location information and
website content like forums, blogs, review websites and etc.

Companies are challenged to collect, understand and use internal and external data to
make proper and timely management decisions in order to meet the constantly changing
market requirements. Trying to respond to the strong competition, they need to be
continuously focused on increasing customer satisfaction by improvement and extension of
their product offerings. To succeed, companies need deeper insight into the current customer
experience. They usually organise special surveys for identification of the customer opinion
on the products, offer them various incentives, collect and analyze received results. Such
method of gathering customers experience is proven to be time-consuming and expensive.

Usage of social media networks and collaboration technologies becomes essential part
of people lives by providing an opportunity to post their opinion about a company's product
and services in a form of reviews, comments, ratings. This leads to storing a large quantity of
vital information relating to a customer in the form of unstructured text containing
customer’s opinion in the review websites. To gain insight into the customer experience and
opinion, it is important for companies to aggregate and combine structured and unstructured
data to perform correlations and advanced analytics.

Opinions expressed and posted on the review websites by customers are natural
language text. Text analysis techniques are used to extract meaningful information and
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transform it into structured data, thus deriving potentially valuable business insights from
unstructured textual content. Sentiment analysis uses text analytics in order to extract the
opinion on the author from a review, converts unstructured subjective content of textual
customers™ opinions into structured data so the data can be analyzed in Business intelligence
(BI) applications in order to identify trends and patterns and to improve the decision making.

Applying sentiment analysis methods in Business intelligence systems, described as
main emerging Business intelligence trend [8] allows companies to know the opinion of their
customers and better target their campaigns by determining the positive or negative
sentiment for their products or services in the products’ reviews.

2. Business Intelligence

According to the definition of Gartner [1] “Business intelligence (BI) is an umbrella
term that includes the applications, infrastructure and tools, and best practices that enable
access to and analysis of information to improve and optimize decisions and performance”.

The TDWI [2, 8] defines BI as “The processes, technologies and tools needed to turn
data into information, information into knowledge, and knowledge into plans that drive
profitable business action. Business intelligence encompasses data warehousing, business
analytic tools, and content/knowledge management.”

Deborah Quarles van Ufford [3] presents BI as a pyramid with three layers. Data
Warehouse is the basis and on top of it are Queries and Reports, On-Line Analytical
Processing and Data Mining.

There are many other definitions for Business intelligence which are given by Bl
experts, researchers and vendors. The main focus is on:

- Business data is coming from diverse type of data sources, including structured and
unstructured content;

- Data Warehouse is the significant component of the BI, as it stores transaction and
non-transaction data transformed to be suitable for querying, reporting and analysis;

- Business intelligence is not just a technology. It encompasses people and knowledge
as well. The real value of the BI is in delivering knowledge to the right people willing to
make decision and to take profitable action.

Business intelligence systems use data from transactional systems aggregated and
stored in Data Warehouse. Extraction, transformation and load (ETL) processes are
responsible for incorporating the enterprise data in a Data Warehouse. Analytical Models
(On-line Analytical Processing (OLAP), Data Mining and Analytical Reporting) are used for
processing the data. Sophisticated graphical instruments for identification of complex
relationships, reporting and presentation of data provide users with information in a
comfortable and accessible form (Fig.1)
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Figure 1: Business Intelligence Model

The quality of BI analytics can be improved by including unstructured data in the
analysis resulting in new types of insights for the BI users. Unstructured data cannot be
directly analysed by Business intelligence tools. A BI system can process the unstructured
data after analysis and reducing of the unstructured data and producing a data model using
specialized software for text analysis. Text analysis tools extract information such as product
names, product features and customer sentiment from the unstructured data and introduced it
to the ETL processes that feed the data warchouse. The extracted information can be
integrated into the existing warehouse schemas and cube definitions. Analytical models are
used to explore the data and to present it in a useful and proper manner to the end user.

Sentiment analysis uses natural language processing, text analysis and computational
linguistics to identify and extract subjective information [9] (i.e. product features and opinion
polarity) in textual content, and converting unstructured subjective content of textual
customers’ opinions in reviews into structured data for further analysis in a BI system.

Enhancing Business intelligence with Sentiment analysis can help organizations to
become more active in addressing negative reactions to products before they lead to poor
sales that BI users detect later in the reporting and analysis of sales transaction figures.

3. Sentiment Analysis Definition

Sentiment analysis is also called opinion mining became popular research field after
2000, because of web 2.0 technologies explosion when people start to share their opinions on
the web. Nowadays, it is researched in data mining, web mining, and information retrieval.

By the definition given by B. Liu and L. Zhang [4], “sentiment analysis is the study of
people’s opinion, appraisals, attitudes and emotions toward individuals, organizations,
issues, events topics, products and their attributes”. Sentiment analysis uses techniques from
text analytics to identify and extract opinions from unstructured human-authored documents
[5]. “Opinionated text” [6] in the websites is the object of the sentiment analysis aiming at
extraction of the opinion expressed by the author in the text called sentiment classification.

Sentiment classification is performed at three levels as described in the [4,6]:
document-level, sentence level and aspect level classification.
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Document level classification classifies the whole document as positive or negative
while the sentence level determines the sentiment polarity of each sentence and defines it as
objective or subjective. In order to determine the polarity of the sentiment about a particular
aspect of a product, aspect level classification is needed.

4. Aspect based Sentiment Analysis

Aspect based sentiment analysis includes extraction of aspects from a review and
aspect level classification of the opinion on the extracted aspect. As a result of this analysis
unstructured text is turned into structured data comprised of product, its features, author's
opinion about them classified as positive or negative.

The opinion components in a product review usually are the author, the date of the
review, the product feature and the text with sentiments about a product/service. Each
product is presented in the review as a hierarchy of components and sub-components [4, 7].
The target of an opinion can be the product or its features (also called in the research
literature “aspects”. The author can express his/her sentiment about the product or/and its
feature. Opinion components identified and extracted can serve as a base to determine a
database scheme.

After crawling and storing, the text corpus is analysed including the following steps:
aspect extraction; sentiment classification and opinion summarization (Fig.2). All opinion
components are identified by performing extraction of aspects (words and phrases that
appear in the text and are variations of the aspect category), and grouping synonymous
aspect into aspect category. Aspect sentiment classification determines the opinion polarity
of the extracted aspect.

ﬂ Crawling

‘ Data collection

Aspect extraction,
identification and grouping
| Aspect extraction | —-> | aspectsynonyms

Corpus
Opinion Aspect-based
. — " "
lexicon sentiment — — @
classification - -
IS
Opinion summary — : ‘

By ——

Figure 2: Aspect based sentiment analysis process

There are many different approaches and methods described in the research literature
about aspect extraction and aspect sentiment classification because it is a very active research
field in the last years. Aspect extraction methods are based in different approaches — using
supervised learning methods (i.e manual sequential labeling; Hidden Markov Models,
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Conditional Random Fields and etc), unsupervised learning methods (i.e topic modeling) and
data mining algorithms [12] for extracting relations between opinion and its target.

Hu and Liu (2004) uses POS tagging for finding explicit aspect expressions and
frequency counting for extracting frequent nouns and noun phrases from reviews in a
domain. If a sentence contains sentiment word, the nearest noun or noun phrase to the
sentiment word is extracted. This approach is based on the finding that people uses different
vocabulary in commenting aspect and relies on identification of aspects because people
commented them frequently. It is accepted as an effective method and many other
researchers work on the frequency based approach to extract aspects. As described by Bing
Liu, the method was improved by removing noun phrases that are not aspects using
pointwise mutual information (PMI) score [13]; applying filters (Blair-Goldensohn, 2008);
using frequency-based approach with pattern-based filter (Moghaddam and Ester, 2010). [6]

Clustering analysis methods and similarity metrics based methods to combine aspects
discovered into groups in a taxonomy are used to identify and group synonyms of aspects.

Supervised [10] and unsupervised [11] learning methods are applied for aspect
sentiment classification.

Turney's algorithm uses POS tagging for labeling each word in a sentence with its
appropriate part of speech and extracts phrases containing adjectives or adverbs as opinion
indicators. Measuring statistical dependence between two terms by PMI measure, the
sentiment polarity of extracted phrases is determined:

Pr(term: A term.) 1)
Pr(term.) Pr(term.)

PMI (term,, term.) = log {

Pr(term;,termy) is the actual co-occurrence probability of term; and term,,

Pr(term;)Pr(termy) is the co-occurrence probability of the two terms if they are statistically
independent. The ratio between both is a measure of the degree of statistical dependence
between them.

The sentiment orientation of a phrase is computed based on its association with the positive
reference word “excellent” and the negative reference word “poor”:

SO(phrase) = PMI(phrase, “excellent”) - PMI(phrase, “poor”) (2)

Ding, Liu and Yu (2008) introduced lexicon-based method, comprised of four steps:
marking sentiment words and phrases, apply sentiment shifters, handling but-clauses and
aggregating opinions. The lexicon contains sets of sentiment words, which may have
different orientations in different domains, which makes lexicons domain dependent.

Supervised learning methods are dependent on the training data in one domain, which
makes them difficult to adapt in another domain. While applying unsupervised learning
methods using lexicon-based approach can be applied for different domains if the lexicon is
complied. Such sentiment lexicons are compiled manually by researchers using set of seed
positive and negative words prepared separately for adjectives, adverbs, verbs and nouns.
Using WordNet - a lexical database for English (http://wordnet.princeton.edu/) each seed is
enriched with synonyms and antonyms and the incorrect words are manually removed. There
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are some public domain sentiment lexicons such as SentiWordNet!, Bing Liu’s sentiment
lexicon?, Emotion lexicon?.

5. Conclusions

New collaboration technologies allow customers to express dissatisfaction or
satisfaction from bought product very quickly on review websites or social networks.
Business is challenged to respond quickly to the information coming from their customers as
they struggle to build consumers loyalty. By extracting opinion of the customers on the web,
sentiment analysis can provide meaningful business intelligence identifying problems with
products and services.

Many researchers are experimenting with different methods for sentiment analysis.
Aspect based sentiment analysis suggests techniques for extraction and classifications
resulting in structure generation from the unstructured web content. This provides many
opportunities to analyze the structured data obtained through sentiment analysis in Business
intelligence applications. Integrating data extracted from the customers™ reviews with
business data and applying Business Analytics tools to identify new relationships between
the data or make predictions is new emerging trend in the research field and in vendors’
products.
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Abstract. The system for intelligent tagging and search based on extended
taxonomic structure aims to assist the processes of web information storage and
retrieval. The number and the features of such type of software solutions is far from
being a small one. However, the system presented in this paper has two differentiating
features. First, it offers a new technology for information organization using a newly
developed structure — extended taxonomic structure, and second, it provides means for
accessing various text documents’ formats in order to interpret their content and receive
reliable search results.
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1. Introduction

Knowledge organization systems are intended to help search engines by applying
diverse content arranging techniques. Search engines and their job have been object of many
studies for quite a long time and therefore numerous methods and solutions for improvement
are available.

There are two main kinds of knowledge organization systems depending on the base
structure — based on taxonomies and based on folksonomies. Some of their main features are
briefly presented in table 1.

Table 1

Taxonomy Folksonomy

o usually part of a specific system | e user-generated

o created by specialist e no control and predefined
structure

o difficult to customize and with | e Categorizing web data
strong rules for modification
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Analyzing their application principles, it’s easy to notice the compromises that a
system does with its results in order to gain in some advantages. The logical approach in
search technology’s development is to try to combine these two technologies’ advantages
into a new one. There are some works in this area too.

Ferdy Christant, for example, has developed a system called Image Dragon [1]. He
applies some taxonomy based features onto a free-tagging system for photos. In this way he
achieves the possibility to imply hierarchy in the categories and extract additional context
information from that.

Ching-Chieh Kiu and Eric Tsui present another similar result — algorithm for creating
a hybrid taxonomy-folksonomy [2]. They describe four phases of transforming a folksonomy
to taxonomy.

The structure lying in the foundation of the system for intelligent tagging and search
is extended and customized taxonomy [3]. And the focus here is not on changing or refining
the basic structure, but making the information in it wider and deeper. The basic layer
consists of taxonomy of terms extracted from a trusted source, which gives some degree of
control and reliability. This skeleton taxonomy is afterwards enlarged by adding new terms
and diverse relationships between the terms. The richer vocabulary base is the main feature
that allows the implementation of different mechanisms for indexing of the available sources
of information and refining the search results from them.

When talking about information retrieval systems important is not only the building
of the structure of terms to be used for managing the available information. Another aspect
of the problem is using the resultant structure for easier and more effective work of the
system.

Both approaches mentioned above for categorizing information, taxonomy and
folksonomy, demand user intervention. Putting a piece of information in the right category as
well as retrieving only the relevant information after accomplishing a search action need the
user to read the source content. The system for intelligent tagging and search implements two
methods, which automate the processes of categorizing content and evaluating results based
on the structure of terms. [4]

2. Purpose

The purpose of the report is to demonstrate the main features of the system for
business intelligent tagging and search. The focus is on the processes of intelligent tagging
using terms from a taxonomic structure and business intelligent indexing of the found
sources according to the logic implemented while building the taxonomic structure.

The preparation for the final result consists of building two taxonomic structures in
different thematic fields — economics and informatics, adding some text documents to the
system’s repository and, on that foundation, performing tagging and indexing procedures.
Then a search of specific term included in both of the taxonomic structures will prove the
difference in the system’s interpretation of the term depending on the chosen taxonomy.

If we take the term stock, for example, and look up that word in a dictionary there are
a number of meanings listed and illustrated. Some appropriate for the experiment definitions
of the word, Eiven in Longman Dictionary of Contemporary English [5], are:

a) [countable]especially American EnglishasHARE in a company:
the trading of stocks and shares
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b) [uncountable]the total value of all of a company'sSHARES

6

[uncountable and countable] a liquid made by boiling meat or bones and vegetables,
which is used to make soups or to add FLAVOUR to other dishes:

chicken stock

vegetable stock

3. Taxonomies

For the experiment we will use parts of two different taxonomies. In order to compare
the search results we have to choose a term that appears in both of the taxonomies. Having
this in mind, appropriate for the test procedure is the term “stock” with its meaning in the
area of cooking and its other meaning in the finance’s vocabulary. As the term is exactly the
same in both cases, the purpose of this test is to show how depending on the terms connected
with the chosen one, when searching using the one or the other, the term is interpreted
differently. The logic implemented in the application is that if a specified number of the
related terms, three in this case, are found in the same text document as the searched one, we
can assume that the text is among the wanted results.

In the first classification structure, taxonomy of cooking terms, stock is related to
terms like pan, vegetables, meat, herbs and water (Figure 2). All these terms are meant to
explain the meaning of stock in the current taxonomy position aspect. This means that if we
find words meaning pan, vegetables, meat, herbs and water, the text is very likely about
stock in the aspect of flavoured water and we are in the field of cooking.

o]
(-
_[ vegetables ]
e
e )
)

Figure 2

In the second taxonomy structure the term is located on the second level. Its parent
term is stock and the terms related to it are markets, risk and capital, insurance and shares
(Figure 18). This means that if we find in a text document anything related to three of these
five terms the text is about ,,stock® in the aspect of finance.
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[ Stock ]

[ markets ]_

Risk and capital

Insurance

Risk and returns

shares

11

Figure 3

4. Text documents

For testing purposes there are three files added to the system’s repository. In order to
demonstrate the system’s ability to work with different file formats, they are chosen to be txt,
docx and pdf. In terms of contents there is one file related to cooking, one file related to
finances and one file containing the word stock with different meaning.

The first document is titled Vegetable stock, it’s in docx format and contains three of
the taxonomy terms (Figure 4).

Vegetable stock
Ingredients

» 2 carots, peeled and roughly chopped

. -3“f-resh parsley stalks
Preparation method

1. Put all the vegetables and the other ingredients into a large pan and cover
with water. Bring to the boil. Cover and simmer very gently for 20-30
minutes. Strain into a large bowl and allow o cool.

2. Use within 3 days or freeze ..

Figure 4

The second document is titled Stock market and is in txt format. It contains four of the
terms used in the taxonomy branch of the term ,,risk and capital“ from the finance’s structure
(Figure 19).
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Stock market

A stock market or equity market 15 the zggregation of buyers and sellers (2 loose network of
economic tramsactions, not 2 physicel facility or discrete entity) of stocks (shares); these are
securities listed on 3 stock exchange az well as those only traded privately. ...

Market participants include mdividusl retsil mvestors, mstitotional mvestors such 23 mumal
finds, banks, msuranee companies and hedge funds, and alse publicdy traded corporations trading
m their own shares....

Figure 5

And the third document which is in pdf format is titled Product settings. One usages
of the only term among the mentioned in the taxonomies, stock, is highlighted in Figure 6

N TN
JLLALA

Stock Status Mannally mersment (by entermg 2 positive quantity) or decrsment (by
entering 2 negative quantity) the stock quantity of 2 product. The quantity
vou enter (which can alzo be zere), will be automatically updated zs this
product is shipped of retumed... .

Do Not Allow Back For products that can be back-ordered, stock stztus can reach negative
Orders wvalues if the product is ordered after its stock value has reached zero .

Link Stock Status  Enter znother product’s code to have this product’s [l stetus shared with

with ProduetCode  that product to lmk produet stock from one product to another. This i3 often
used to offer a free accessory with purchase of one preduct so that the
stock of one product never exceeds the stock of the free accessory.

[
Figure 6

5. Tagging and indexing

There are two groups of actions according to the implemented in the system
methodology that have to be performed before the actual search [4]:

e tagging the sources;
e indexing the tags.

These two methods are fully automated and require no user interaction. The
automated execution is based on the logic lying in the taxonomy. The tagging process
includes as a first step preparing a list of all the terms participating in the taxonomy. Each
element is then annotated in the document as appears and added to the list of tags in the
system. With this the first step is finalized.

The indexing process consists of matching the added annotations back with the
taxonomy elements and creating pointing indexes, connection between the annotations in
text with the elements in the classification. As mentioned above for testing purposes there is
a set rule that a term is considered relevant only if there are at least three of its connected
terms in the same text. Then, an index in the system is added only for those terms.
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With tagging and indexing performed all the preparation is finished. All the added
sources are annotated and all meaningful uses of the terms are indexed in the system.

All taxonomy terms used in the documents are annotated and as a result there is a list
of annotations in the system. The resultant table contains two important columns for the
current discussion — AnnotationTerm and DocumentUrl. Even though the table doesn’t
contain all the records, there are the URL addresses of the three files added to the system’s
repository with some terms found there. This illustrates two main points;

o all the files are accessible from the system despite of their different format,
o and all the files contain some of the terms participating in the taxonomies.

6. Results

The system provides a single-term search interface, which is very appropriate for the
current experiment. The results of searching the term ,,stock® contain all the constructions
having that word as a term or as a part of the term. Among all of them currently important
are the two constructions discussed above (Figure 7,Figure 8). You can also see the searched
term in green.

=l stock
pan
water
vegetables
meat
herbs

Figure 7
=l stock

market

risk and capital
insurance

risk and returns

shares
Figure 8

If the first usage is selected, this means that the user is working in the fields of
economics and more specifically the wanted results are those concerning the meaning of the
term - demand. The expected results, as indexed related documents, contain the title —
Vegetable stock.docx.
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Search results

IndexID|Term|Start Title

Select|9041  |stock|21 |Vegetable stock.docx
Select|o042  |[stock|21  |Vegetable stock.docx
Select|9045  |stock|21 |Vegetable stock.docx

Figure 9

The second usage leads to a result containing indexes of the document — Stock
market.txt

Search results

IndexID|Term|Start Title

Select|9043  |stock|l Stack market.txt
Select(9044 stock|2 Stock market bt
Select|@0de  |stock|2 Stock market.txdt
Select(9047 stock Stock market bt

&

Figure 10

Both tables with results provide access to the related documents. Selecting an index
opens a page with the text of the document where the searched term is coloured in red for the
user’s comfort,

Stock market A stock market or equity marlket is the aggregation of b
ed privatelv.. ... Market participants include individual retail investors,

Figure 11
Vegetable stock
Top of Form
Bottom of Form

Figure 12
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If we examine the indexed documents as a result of this experiment there are two
main points to be made:

o only two of the three added document are indexed,
e each of the indexed documents is indexed only in relation with one of the taxonomies,
although they both contain the searched term.

The missing document in the indexes is explained with the fact that it contains only
the searched term and none of the related to it in any of the taxonomies. According to the set
rule that a document must contain at least three of the related terms, this document becomes
irrelevant. This rule explains the different documents indexed for the different taxonomies,
too. Considering the system’s methodology of indexing it can be concluded that each of
these constructions has the searched term in different context meaning.

7. Conclusion

The presented example of the usage of intelligent system for tagging and search
illustrates some of the main advantages of this approach. Automating the tagging process
shortens the user’s efforts and integrating the taxonomy logic in the search process provides
some intelligent interpreting done by the machine, which makes the search results more
accurate, as well as fast and easy to receive.
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Abstract. A company Data Warehouse is usually built following a bottom-up
approach, where the Data Warehouse is a set of materialized views over the whole
information system of the organization, namely the Data Mart. The problem of
integrating autonomously developed data marts can arise when an organization needs to
merge data resides in independently developed data warehouses in order to make a
better decision in a given situation. During this integration several categories of
conflicts can arise, because of the complexity in the multi-dimensional data model on
which a Data Mart is based. The multi-dimensional model introduces, in addition to the
ER data model, dimension and fact entity. As a result of the multi-dimensional model
elements there are two levels of heterogeneities — dimension and fact. The former
depends on differences between both dimensions’ hierarchies, members of the
dimensions, and names of members, levels and dimensions. The latter kind of conflict
occurs when facts in different Data marts are in different names, values (inconsistent
measures), and formats or even on a different scale. This paper proposes formal
algorithms (methods) for the detection of conflicts and heterogeneities which can arise
when independently developed data marts are being integrated. The first section of the
paper presents the literature overview on the topic. Then the proposed novel methods
are defined and explained.

Keywords. Data warehouse, data marts, integration conflicts, data integration.

1. Introduction

Data Warehouses (DWSs) are analytical information systems, i.e. databases that are
optimized for analytical decision support rather than for high transactional throughput. More
specifically, “a Data Warehouse is a subject oriented, integrated, non-volatile and time
variant collection of data in support of management's decisions” [1]. Thus, a DW represents
an integrated collection of historical business data, supporting business analysts in the
decision making process. In that sense, the DW represents the “corporate memory” of all
business data that is relevant for strategic decisions [2].

One problem that needs to be solved in many practical cases is the integration of data
marts that have been developed and operated independently. In many cases, data which
resides in multiple and independently developed data sources are needed for decision-
making. For example, if we want to compare several KPI from different DM or to define
new KPI, which is defined by the KPIs residing in several different DMs, we face two
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possible choices — building a new DM or the integration of the existing ones. Building a new
DM is a costly and time consuming task, therefore it would be better if we have mechanisms
for integration of the existing DMs. Another case where DM integration is needed is in
mergers and acquisitions of different companies. In this case for example one company
acquires another company and the DMs in the acquired company should be integrated into
the DW of the acquiring company. Here we have the same possible choices as in the
previous case.

The multidimensional model (MDM) on which the concept of DW and DM are based
is built up of three basic constructive elements: the facts which are analyzed, the dimensions
(coordinates of the fact) and the measures which allow for the quantitative evaluation of the
facts [3]. Very often in large organizations the need for integrating independently developed
DM s arises. These data marts should be based on common dimensions and facts, but in many
cases different departments of one company develop their own data marts and their
integration becomes a difficult task. The difficulties come out of the heterogeneities of the
MDM elements and can be classified as dimension conflicts and fact conflicts from a
semantic point of view. The dimension conflicts occur when the dimension schema
structures, dimension members or the naming of semantically related dimensions have
semantic discrepancies. The fact conflicts occur when the measures in different DMs are in
different names, values (inconsistent measures), formats or even different scale. Some work
has been done on the problem of resolving the conflicts occurring in data mart integration
[4], [5], [6] and [10]. The main part of the DMs integration is resolving the possible
conflicts. To the best of our knowledge there are no proposals for methods or techniques
which will allow the DMs integration process to automatically identify the possible
heterogeneities between the integrated MDM models.

The goal of this paper is to define formal methods for conflict detection during the
DMs integration process.

The rest of the paper is organized as follows: Section 2 introduces the analysis and
summarization of the DMs schema elements and semantic conflicts occurring during the DM
integration. In Section 3 two algorithms for conflict detection are presented and explained.
Finally in section 4, some conclusions and future work are inferred.

2. Data Mart Construct and Heterogeneities

Intuitively, a DM defines one or more measure variables within fact tables,
categorized by some dimensions that are organized in hierarchies of levels. Facts and
dimensions consist of both their schema and the corresponding instances. For the dimension
instances, we use the commonly accepted term dimension members (or members for short)
[9] throughout the paper

In order to achieve the goal of the current paper, we have to analyze and define the
constructing elements of one Data Mart. A DM = {F1 ..., Fn, D1, ..., Dm}, consists of non-
empty set of dimensions and fact tables [6], [7].

Now let {11, ..., tm} be a finite set of data types (e.g.integers) with their domain
defined by function dom(t ).

AdimensionD € {Dj,..., Dm} of DM is composed of:
- The dimension schema Sp = {Lp, S(Lp), Hp} containing finite, non-empty set of Levels

Lo= {I1,...., Im, lan}, with level schema S(Lp) = {Sl1,....,SIm} and the roll-up hierarchy
Hp< Lpx Lb.
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- The level Schema S1 € S(Lp) of some level [; is an attribute schema (K,Nj, ......, Nk )
with name |, key K(the dimensional attribute) and optional non-dimensional attributes
N1,.. Nk Every Nk attribute € SI has a domain dom(Nk ) = dom(tk ).

- The dimension instance d(Sp ) over schema Sp with name d containing a set of
members Vd with each v € VVd being a tuple over a level schema SI, and a family of
“roll-up” relationships between the member subsets, defined by the dimension
hierarchy.

A fact table Fe{F1, ..., Fn} of DM is composed of:

- The fact scheme S = { Ar, Mr }containing a finite, non-empty set of dimensional
attributes Ar={ A1,.. An} and a set of measure attributes Mf={ M1,.. Mn}. Each Ai € Ar
is linked with a level | € Lp of the dimensions D, each Mj € Mt with a tj . The domain
of the attributes in Ar is defined as dom(Ai) = members(l) and dom(Mj ) = dom(j ).

- The fact instance f(Sf), a set of tuples over {[dom(A1) x ... x dom(An)],
[dom(M1) x ... x dom(Mm)]}. A tuple f € f(Sr) is called a “cell” or “fact”.
Moreover, we call the values [f(A1), ..., f(An)] the “coordinates” of a cell,
modelling the multi-dimensional context for the measures [f(M1), ..., f(Mm)]
Based on the formal definition of DM elements an analysis of the possible

heterogeneities or conflict is required. Conflicts among independent and autonomous
Data Marts may occur either at the schema or at the instance level and concern both
dimensions and facts. Generally, heterogeneities among Data Marts covering the same
application domain (e.g., sales figures of grocery stores) result from the use of either (1)
different modelling patterns and methodologies, or (2) ambiguous domain vocabularies,
or (3) a combination of both these factors. In recent years the heterogeneities that are
specific to data warehouses and the multidimensional conceptual model are analyzed in
[4], [5], [6]. A summary of the possible heterogeneities on dimension level are presented
in the table 1. The facts logically depend on the dimension, thus all heterogeneities
between corresponding dimensions must be repaired before the fact conflict. Based on
that and for simplicity, we are considering only dimension conflict, leaving the fact
conflicts aside.
Table 1. Dimension conflicts in multi-dimensional DM integration.

Conflict Description Formal definition
Naming conflicts Different name labels for name(D)#name(D")
ontologi- name(l.K)#name(1’.K)
cally same schema elements name(1.N)#name(1’.N),
Non-corresponding Two dimension schemas do not (LD NLD' = g)
Dimension have any common equivalent
schemas aggregation level
Inner-level Two dimension schemas have (LDN LD' = g) and
corresponding: at least one, but not all equivalent (% = &'

level(s) in common and the base
level are different
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Base-level Two dimension schemas have (LbN LD' = g) and
corresponding at least one, but not all equivalent (& = [Z"
level(s) in common and the base
level are equivalent

Flat corresponding Two dimension schemas have LD = LD'
dimension equivalent sets of aggregation gg HD = HD'
schemas levels with identical base levels,

but the hierarchies do not match

Inner level domain Two attributes in level schemas dom(LK) # dom(l'K) wu
conflicts of autonomous dimensions assign  [f =%
different sets of allowed values
(i.e., different domains).

Base level domain Two attributes in level schemas dom(1L.K) # dom(I'K) u
conflict of autonomous dimensions assign £ =%

different sets of allowed values

(i.e., different domains).

Non-dimensional Two attributes in level schemas dom(l.N) # dom(I'.N)
attributes domain  of autonomous dimensions assign
conflict: different sets of allowed values

(i.e., different domains).

3. Formal algorithms for conflict detection

DWs and DMs are basically the implementation of multidimensional data models
along with some tools for manipulating the multidimensional data. DMs
implement/represent the multidimensional data instance either as relational systems
(ROLAP), proprietary multidimensional systems (MOLAP), or a hybrid of both
(HOLAP).

In ROLAP (relational online analytical processing) systems, the multidimensional
data model is an E/R model and it is represented as a relational database (RDB) instance.
Although ROLAP uses a relational database to represent the MD instance, the database
must be carefully designed for analytical processing.

Star and Snowflake are the two best-known relational schemas that are
specifically designed for ROLAP MD databases. ROLAP maps operations on
multidimensional data model to standard relational operations. An advantage of these
systems is that they can be easily integrated into other relational information systems
[11], [12]. Based on [12], ROLAPs are the most common implementation of the
multidimensional instance in DWSs. The rich infrastructure of RDBs enables using
standard, common and established techniques [13]. Throughout this paper the realization
of a DM as a relational database, based on a star schema model, is being considered.

The idea of the first algorithm (fig. 1.) is to connect to autonomous ROLAP Data
Marts and retrieve local meta-data. To infer the logical schema, it analyzes the public
keys and primary keys. The algorithm accepts as input relational star schema and at the
end returns the multidimensional data model elements, which will be used for comparing
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with other MDM elements in order to automatically detect the possible heterogeneities
and conflicts.

By analyzing the public keys and primary key, we can easily identify which of the
tables are dimensional and which are fact tables, but some of the MDM elements cannot
be detected automatically. Therefore, in the method being proposed, a qualified user
decides which of the relational attributes are dimensional and which are non-
dimensional.

Algorithm 1. Metadata extraction

Input: relational star schema B= {E; E, }
Output: multidimensional data model MDM={F, = (4,,.M;,, dom(A,) dom(F]),

B(S, 10,00, By = (Ap My, dom(A,), dom(E,) £(5,), D, =
{ d(Sp1), dom(1l K1), dem(l N1), Loy, S{Lot), Hot), ..., D, = (d(Spt), dom{l K1],
dom(1l N1}, Low, 5(Loo), Hoo)}

1. for all E€E R de

{Defining dimensions and fact tables
2 if(E;. getPKCount() = 1) then
3 AdA(E) as D to MDIM
4. elee if{ T, getFRCount() > 0) then
a: Add(E) as F to MDIM
il end if
7 end if
&: end for

{Defining dimension schema
Qr for all D e MDM do

o for all D Attr € D,

1i: i askUser(D;. Attr;) = dimAtrr) then

i2: Add{Attr;) as {to Lo and Hp,

i3 Add(l K, dataDipe) as dom(l K,) to Lo
i4: else

15 Addiatr)as LN to 81

6 AL N, dataType) as dom( LN to 8
17 end if

1 end for

I9rend for

fDefining dimensional and measure attributes in fact tables
20:for all F e MDM do

21 for all F Attr e F

22: i(F;. Attr; = FK] then

23 Add{Attr;) as 4, to F

24 Add{members(getlevel(Attr; 1) as dom (&) to F
25: end if

26: else

27 Add(Attr;) as M, to F,

28: Add(M, dataTpe() as dom( M, to F,
28 end if

30: end for

3irend for

32rreturn MDD
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Figure 1. Algorithm for metadata extraction

Based on the extracted multidimensional schema elements the second algorithm (fig.
2.) for conflict on dimension level is proposed. As input this algorithm accepts two
dimensions with all of their constructing elements, and it returns a list with identified
heterogeneities.

The basic idea here is to check automatically if these two dimensions describe the
same real world entity, by introducing the rule — if two dimensions have at least one common
or corresponding level in their schemas, they are corresponding and can be further analyzed
for heterogeneities.

A new formula for calculating similarity between two dimensional attributes is
introduced. The attributes’ similarity is obtained from the similarity of their names (ds) and
data type compatibility. The Levenshtein distance [15] is used as an algorithm for calculation
of the name similarity. The notion of data type compatibility, in which attributes sharing
their data type are more related than those that do not, has been assumed. The data types
have been reduced to four basic ones: numeric, string, datetime and boolean.

If the inputted dimensions are not corresponding the algorithm stops and goes to the
end. If the inputted dimensions are corresponding the algorithm goes through all of the
dimensions elements and checks for conflicts and adds the detected conflict to a list.

The resulting list of all possible conflict between two corresponding dimensions can
be used as a starting point of a data mart integration project.
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Algorithrre 2. Dirrrernsiorn levef cornflicts detectiorn

Input: Dimensions D u D’
Output: List L. of all conflicts between inputted dimensions

60:
61:

for all 1 € Lo do
for all I' € L' do
fiCalculating ds — degree of shmdlarity between two levels
ds=1-LevenshteinDistance{name(l; ) nare ﬂi’))/countic)zarar:r
thcone(l;), me{lj’))
ifi dataType(l;) = dataType(l;) & ds > 0.6) then
1; =17
count++
else
noncorres++
end if
end for

: end for

HDefining corresponding dirmensions

: ificount=0 & (1 — LevenshteinDistance (name(D)., name(D"))/

count_charact (rame(D). rame(D")) < 0.5) then

: Add NonCorspondDimSchemasConfiD, D" to L
: go to end
: else

ifincone(D) # name(D')) then

) fiDetecting and adding naming conflicts

Add DimmMNameConfiname(D), name(D")) to L
end i1f
forall 1l € L= do
for all 1I' € Lo' do
ifi(l; =1 & (nane(l;) #nane(1)))) then
Add LevelName Confiname(l;). name(1)) to L
end if

ffDetecting and adding domain conflicts

if(]; =1] & dom(;. k) # dom(l]. k")) then
Add DimDomainConf{dom(];. k), dom(j.k'3) to L
end if
for alll; W  Sido
for all 1], N° € 8§ do
if(]; =1 & dom(;. Ny # domdlj. N)) then
Add NonDimDomainConfi{ dom(l;. Ny, dom(lj'. N to L
ifinam Ezl,dl‘::li;)%namecl; NL) then
Add NonDimmNameC onfiname(l;. N,
nam(lj'. NS to L
end if
end for
end for
end for
end for
iff 12 = 12 & count < noncorres) then
Add InnerSchemaCorresConf{Sp, Sp') to L
else if{15 = 15* & count < noncorres)
Add BaselevelCorresConfiSp, Sp")to L
iff Ho = Ho") then
Add DiffHierrarchyConf{ Ho, Ho") to L
end if
for all v € Vs do
for all ¥' € V<' do
iRv(LK) =v(1'K) & ri™™ #r5, %) then
Add HeterRollUpFuncConfiv, v)to L
end if
for all w(1. N) € Vs do
v (LN = vi(I'. N) & w(l Np) #v(I'. Ny)) then
Add NonDimValueConf{w(l;. N;), v(li'.Nj')) to L
end if
end for
end for
end for
end for
end if
return L

Figure 2. Algorithm for dimension level conflict detection
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4. Conclusion

This paper presents an approach to automating the conflicts detection process for
heterogeneous data marts in order to shorten the integration process. The problem of
integration of Data Marts has been observed, mainly focusing on conflicts occurring between
semantically related dimensions. In particular, the focus has been on dimension schema
conflicts, and their automatic detection.

To this end two algorithms for conflict detection are being proposed. The goal of the
metadata extraction algorithm is to convert the relational DMs schema to multidimensional
schema. This is done by connecting and extracting local metadata from the relational
database. Currently the primary and foreign keys are being analyzed in order to detect
dimensions and fact tables, and with so-called user metadata the rest of the multidimensional
schema elements are being defined.

Based on the result of the first algorithm, the second algorithm aims to detect
heterogeneities on dimension level. The novelty approach of this algorithm is the
introduction of the correspondence between two dimensions, determined by calculation of
the so called degree of similarity coefficient and data type capability.
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Abstract. Microsoft presented their vision for the web application development 10
years ago with the new ASP.NET platform. The pattern was Web Forms and this was
then considered as a revolutionary approach for developing web applications - no
spaghetti code, but code behind, rapid application development; opportunity of
debugging; rich/extensive controls choice etc. There is a huge advantage in terms of
usability in the Web Forms called View State. It genuinely maintains the state of the
controls. Its drawback though is that it makes the web page heavier, hence in the era of
fast web application is not really an option and applicable. Microsoft then presented to
developers ASP.NET MVC pattern which works without View State and therefore
applications based on MVC are lighter and faster than the Web Forms ones. MVC
becomes more and more popular and a lot of Software architects withold from using
Web Forms. We believe that both: Web Forms and MVC have their pros and cons and
we will explain our thesis as to how these should be used simultaneously in one
application to make the best of their advantages.

Keywords. Web Development, ASP.NET, Web Forms, MVC

1. Introduction

Microsoft presented their vision about development in 2003 with their multi-lingual
.NET Framework. The part of it which is used for creating web applications is called
ASP.NET Framework. In the past ASP.NET Framework was accompanying the Web Forms
pattern. It is considered as a real revolution — it allowed the Desktop developers to start
creating web applications in weeks. This has been really crucial since the development was
in a position of having Desktop developers rather than such for Web.

Web Forms allows event driven development, separates back end source code from
the HTML, and it uses ViewState to deal with the stateless HTTP and gives users with huge
amount of Server Side controls.

Just like every technology Web Forms had some drawbacks. The utmost crucial one
was the speed of execution. This is when Microsoft presented the MV C pattern which allows
developers to create faster applications. A lot of programmers left behind the Web Forms and
in favor of the MVC ones. There’ve been extensive discussions through the years whether
both there’s actual need of patterns. Both patterns are useful in different scenarios and they
can even be applied simultaneously. Within this paper will be presented the current pros and
cons of each pattern as well as a proposal as to how to use them both in the development of
an application.
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Fig.1 Microsoft vision of creating web applications

2. Exposure

Beyond the shadow of a doubt ASP.NET framework is nowadays one of the big
players in creating modern web applications. There are ASP.NET developers who’d rather
use Web Forms others would go with MVC. Using the experience gained through practice
will be expressed the advantages and disadvantages of both development patterns as well as
will be presented examples for which a particular way of development would be more
suitable.

3. Web Forms

In the very beginning ASP.NET has been accompanying the Web Forms pattern. It’s
been considered as a breakthrough in the field of web development since it separates HTML
and the source— no more spaghetti code. This allows HTML builders and Back end
developers to work simultaneously.

Web Forms presents the idea of Event driven development. There are plenty of Rich
Server Side controls which allow developers to drag and drop them on the development
surface and to write source codes in the event handlers cause by the interaction of the users
and the application. It was as simple as this to start developing Web Forms application.

Rapid Application Development (RAD) is another big advantage of the web forms.
The Rich Server Side controls allow just with drag and drop on the surface to create the
visual part of the application. The raw HTML of a page is created in seconds. Most of the
modern web applications store data in the Database and display that data in the browser.
Speaking of which the Data binding takes place on every single control of the page which
displays data from the Database. There are comprehensive controls which work with tabular
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data like Grid View which have pagination and sorting functionalities and can be used in
Web Forms applications.

Every web applications works identically. The web browser sends request to the web
server, the web server does some calculations/executions and returns response the web
browser. This communication is based on HTTP which is stateless protocol. This means that
when there is a post back the controls of the page don’t have state and they become empty.
Web forms resolve this problem with View state. Using Web forms the ASP.NET developers
don’t think about the state of controls. They have state fullness out of the box.

When it comes to Web Forms the more it gives, the more it takes away. View state
which helps developers dealing with stateless HTTP put extra kilobytes in the page. The
more information the page contains the bigger the view state is. Web server controls are
perfect for RAD but to be used with no alternations. They have difficulties in client scripts
integrations and one could never guess how they would be rendered by the browser. Modern
web applications have comprehensive Java Script codes and libraries and the importance of
the HTML is increasing by the hour. In the era when everybody wants fast web applications
the speed is crucial.

Nowadays the business demands not only fancy and fast applications but also
excellent Search Engine Optimization (SEO). No doubt the Web Forms URLs are SEO
unfriendly. The URLs will look like this http://mww. XXXX.com/ProductDetails.aspx
?id=238

- ~ Pros
WebEsis - No Spaghetti code
- RAD
\: J
- Data binding capabilities
- State fullness based on View
Business Logic Layer State
- / - Event driven development
~
Data Access Layer cons
J - Low performance

- View State
- Less control over HTML
- SEO unfriendly URLs

SQL Server

Fig 2 Pros and cons of Web Forms application

The Web Forms pattern is suitable for corporate information systems where there’s
need the HTML to be fancy, there’re lots of data representations coming from the Database
where Server side controls can take place and the speed of the applications is not crucial.
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4. MVC

The drawbacks listed above forced Microsoft to move forward. They presented Model
View Controller (MVC) pattern as a way to resolve Web Forms shortcomings. Based on the
practical experience we think that MVC really resolved some of the Web Forms problems
but it still has some disadvantages. We are going to propose cases in which choosing MVC
would be the better solution than Web forms.

Model is considered as smart and could handle business rules, logic and data
manipulation. It is a separate part of the controller and the view in MV C pattern. Controller
receives requests, handles user interactions and input. It selects the right view in which to
display the requested data. View presents the model data.

MVC performs better than Web Forms because there is no View state. Developers
need to take care of the state management themselves. So there is not any kind of magic
under the hood. Developers take better control on the application development.

Pros

- Performance (No View
State)

- Full control over HTML —
no server controls

- Support  parallel
development

- SEO friendly URLs
Business Logic

Layer COI’]S
"
R

{0

- More learning effort

- Slower development
(Missing ready for use Server

— controls)

SQL Server

Data Access Layer

Fig 3 Pros and cons of MVC application

It is a common believe that the development of MVC applications is slower than
development of Web Forms ones because there aren’t rich server side controls out of the
box. As explained above they make development pretty fast and straight forward. There is no
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free lunch in MVC but this allows developers to have full control over HTML. They know
that there won’t be any surprises in rendering the HTML by the browser.

Parallel development has been very popular in the recent years. MVC allows three
developers to work in Model/View/Controller simultaneously. This is pretty big advantage
when the business is in a rush and there’s a tight deadline.

MVC is comes with rich routing features and URLs are SEO friendly. They look like
this this http://lwww. XXXX.com/ProductDetails/LongRedDress .

MVC is very suitable for presentational sites which will have a lot of simultaneous
users. Avoiding View state the site will be lighter and will work faster. It is also suitable for
web applications when their commercial part is bigger than the Back office. If the Back
office is robust, development without Server side controls will not take long.

5. Web Forms and MVC collaboration

How to create modern web application? Use Web Forms or MVVC? To create modern
web application the developer may need both patterns in collaboration.

Commercial part Back office

Web forms

1S
ONIS

7

Business Logic
Layer

Data Access Layer

SQL Server

Fig 4 Web Forms and MVC in collaboration

Almost every web application has two parts — commercial one and back office. They
may have the same number of pages. In a situation like this when it is not clear which pattern
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will add more value in the development it would be recommended to use MVC and Web
forms in a collaboration.

In the Back office it is recommended to use Web forms, most of the time Back office
users are not that many like commercial ones and the speed of execution is not crucial. So we
can use Web forms paradigm to create the Back office of the web applications and to take all
the advantages of RAD.

In the commercial part where the speed is very important we propose using MVC.
Commercial part is not using that standard server controls and we can avoid advantages like
data binding and View state.

6. Conclusion

MVC pattern will not replace Web Forms. There are different cases in which the
advantages of both ways of development could be applied. Even more there are cases in
which they can be used in the same web application. Our proposal is to analyze the customer
request very carefully before making a decision whether to use Web Forms, MV C or both of
them in collaboration.
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Abstract:

The report examines the information systems in the municipalities of Bulgaria and in particular
their systems for processing documents as one of the most common used. To determine the current
status of information systems in the municipalities of Bulgaria a questionnaire has been developed and
an empirical study has been conducted. I used part of this study to make an analysis of the local
systems for processing documents. And after that I have analyzed how the availability of computers
affects at the level of processing documents in municipalities. I used the resources of the statistical
survey of the relationships to prove the hypotheses set out in the report. Based on the analysis,
conclusions are made for improving municipal systems for processing documents, so the local
administration could use it in their work.

Keywords: Municipality, local administration, systems for processing documents

The main objective of the business intelligent systems (BIS) is to facilitate the process
of decision making in organizations, providing reliable basis for effective management. BIS
use technology, software applications and practices for the collection, integration, analysis
and presentation of business information necessary for decision making. The instruments
implemented by BIS cover traditional forms of request, response and online analytical
processing, as well as mining of patterns from data tables, maps with balanced performance
and provide with adequate visualization.

This paper focuses on the business intelligent systems of the municipalities in
Bulgaria. For the determination of their features a questionnaire is designed and an empirical
research is conducted. The study was conducted on a representative sample of 54
municipalities in Bulgaria. Figure 1 shows the proportion of municipalities in the sample to
all municipalities in Bulgaria. Studied municipalities accounted for approximately 22% of
the population. According to many statistical sources, samples with a volume of more than
30 units are defined as larger samples and their results should be considered reliable in terms
of the population of all 264 municipalities in Bulgaria.
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Figure 1. Municipalities in the sample compare to
all the municipalities in Bulgaria

All the municipalities in the sample of the present study were selected randomly
through a lottery selection and a function that generates random numbers. For the purposes
of the study a stratified sample was used, and therefore the sample consists of municipalities
from all 28 regions of Bulgaria. In this sense, referring to an administrative district in the
Republic of Bulgaria, the possibility of each municipality to be in the sample is equal
compared to other municipalities in this district. The way in which the sample is formed,
gives us reason to believe the data obtained from the questionnaires is representative and we
could treat the statistical results from the sample to the entire population of the municipalities
in Bulgaria. Table 1 shows a list of the random chosen municipalities in the sample with their
population according to the National Statistical Institute (NSI) 31.12.2010. The total number
of residents in the surveyed municipalities is 3,418,906, which is almost 50% of the total
population of the Republic Bulgaria.

DISTRICT MUNICIPALITY POPULATION
Blagoevgrad Blagoevgrad 76812
Petrich 55408
Burgas Burag 206700
Tzarevo 9411
Varna Aksakovo 21972
Dolni Chiflik 19141
Dalgopol 14204
Veliko Tarnovo Gorna Oriahovitza 48049
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Zlataritza 4584
Svishtov 48351
Vidin Vidin 64989
Vratza Vratza 74648
Oriahovo 12069
Gabrovo Gabrovo 66321
Drianovo 10315
Triavna 12094
Dobrich Kavarna 15657
Krushari 5118
Kardgali Ardino 12282
Kardgali 68406
Kiustendil Kocherinovo 5811
Kiustendil 61944
Lovech Lovech 52308
Yablanitza 6334
Montana Berkovitza 19256
Pazardgik Pazardgik 120422
Rakitovo 15418
Pernik Breznik 7506
Pleven Belene 10671
Dolni Dabnik 14230
Plovdiv Karlovo 53656
Plovdiv 347611
Hisaria 12768
Razgrad Razgrad 53918
Zavet 11110
Ruse Borovo 6511
Silistra Dulovo 28634
Tutrakan 16637
Sliven Nova Zagora 41199
Tvarditza 14180
Smolian Devin 12963
Zlatograd 12112
Sofia (capital) Stolichna 1259446
Sofia Botevgrad 33529
Kostinbrod 17448
Stara Zagora Bratia Daskalovi 9625
Kazanlak 75509
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Targovishte Antonovo 6395
Targovishte 59855
Haskovo Svilengrad 23867
Dimitrovgrad 55869
Shumen Varbitza 10318
Elhovo 16332
Yambol Yambol 75742
Total 3418906

Table 1. Municipalities in the sample and their population, NSI (www.nsi.bg)

The questionnaire was divided into several main sections, each of which consists of a
different number of questions. Total number of questions in the questionnaire was 50. All
questions in the survey are intended to clarify the current level of use of information
technology in local government. Sections in the questionnaire are:

1. Employees in Information Technology (9 questions);

2. Hardware (7 questions);

3. Software (7 questions);

4. Databases (14 questions);

5. Website, online services (7 questions);

6. Business intelligent systems, early warning systems (6 questions);

The answers of question 6.2 presented in Figure 3. give us an idea of the use of
information systems in the municipalities in Bulgaria. The study shows that a very high
percentage of the municipalities have a documents processing system, over 80% or 47 of all
54 of the surveyed municipalities.

0,
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60.00%+
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20.00%+ !

0.00%
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Figure 2. One dimensional frequency distribution of Question 6.2. Which of the
following systems do you have in your municipality?

To analyze the documents processing systems in municipalities in Bulgaria, we will
examine the relationship between the answers to the following questions from the
questionnaire:

¢ Question 2.3. What percentage of computerized workstations do you have in your
municipality?;
¢ Question 6.2.5 Do you have a documents processing system in your municipality?;

Next we should analyze the statement is there a statistical correlation between the
availability of a documents processing system and the extent of computerization of
workplaces in municipalities. For this purpose we will use the Chi-square method to study
the relationship, as the phenomena are located on the weak measurement scales. In Table 2 is
presented the raw data for the study.

Table 2
£ Available documents processing system Total
ij
Computerized workstations yes no
Up to 50% of the workstations 1 2 3
From 51% to 75% of the 4 3 7
workstations
Above 75% of the workstations 40 4 44
Total 45 9 54

We define zero ( H ;) and alternative ( H ) hypothesis. The zero hypothesis would be
the assumption that between the availability of a documents processing system and the extent
of computerization there is no objective connection. The alternative hypothesis is the
assumption that between the two phenomena studied there is an objective, not accidental
connection.

We fix error risk of first kind (& ), then define risk error of first kind

a =0.05.

The formula by which we evaluate the empirical characteristic has the form:
f—f)2
2 ( ij ij
Tn =20 5
i

7

]
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From here we find the theoretical frequencies shown in Table 3 using the formula:

LS4

~

Table 3. Theoretical frequencies fij

]eij Available documents processing system Total
Computerized workstations yes no

Up to 50% of the workstations 2,5 0,5 3

From 51% to 75% of the 5,83 1,17 7
workstations

Above 75% of the workstations 36,67 7,33 44

Total 45 9 54

- 1? ) and they are squared (Table 4):

Then we find the differences (f B
ij ij

Table 4.
~ \2 Available documents processing system
(fij - fij)

Computerized workstations yes no
Up to 50% of the workstations 2,25 2,25
From 51% to 75% of the 3,35 3,35

workstations
Above 75% of the workstations 11,09 11,09

Finally we find the ratio M shown in Table 5:

Table 5.

Available documents processing system Total

A2
(fij r fij)

fii yes no
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Computerized workstations

Up to 50% of the workstations 0,9 4.5 5,4

From 51% to 75% of the 0,57 2,86 3,43
workstations

Above 75% of the workstations 0,3 151 181

Total 1,77 8,87 10,64
The number calculated in the last cell of the table is Zezrﬁ the empirical feature of the
hypothesis.

yZ, =10,64

We determine the theoretical feature of the hypothesis — . ngﬁ parameters

a =0,05and f = (p-1)(k-1) = (3-1)(2-1) = 2:

(=008, =2)%599

From here we see that Zezm > }(tz =>There is a statistical correlation between the
availability of a documents processing system and the level of computerization in the
municipalities.

To evaluate the relationship we will use ratios to assess the narrowness of the already
proven relationship. We will present two coefficients that are most appropriate for this case.

Cramer's V coefficient:

_ pan 10,64
> £, [min(p-1),min(k ~1)]  54(2-1)

V2 =0,197

Pearson coefficient:
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Ko [ 10,64
C=|— = =0,165
2+ > f V10,64+54
i

The analysis has shawn that there is a statistically significant relationship between the
availability of a documents processing system and the extent of computerization of
workstations in the municipalities in Bulgaria, but the relationship is weak. According to the
Cramer’s coefficient ( = 0,197), only about 19.7% of the differences in the extent of
computerization of workstations in municipalities depend on the availability of documents
processing system.

This study aims to examine the problem of providing the municipalities with
information technology and in particular with documents processing systems and to establish
whether there is any statistical dependence associated with the presence of a sufficient
number of computerized workstations in the municipalities of Bulgaria and to contribute to
improvement in the efficiency of public services that municipalities provide through
implementation and improvement of the current hardware and software solutions.
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Abstract. Identity theft is one of the problems facing us today. It is defined as the pursuit of
illegal activities with personal data for financial abuse. Development of information technology enables
the use of security systems based on the recognition of unique physical characteristics. This suggests
the introduction of new authentication systems based on biometric authentication.

The purposes of the paper are:

e Summarize some negative consequences arising from online anonymity;

e To present the traditional approaches used in the process of authentication on the web;

e To propose a model for evaluation of biometric technologies, in order to determine their

degree of relevance to the needs of authentication and identification on the Interne

e To make a comparative analysis of traditional approaches and biometric technologies.

Keywords: biometric technology, voice recognition, web security

1. Introduction

Security is the avoidance of risk or danger [1]. The safety is a basic need for people
related to different spheres of life, including the use of Internet. The most critical elements of
internet security are web servers and applications that interact with multiple users with a
view to share data, financial transactions, online banking, providing web services and more.
In support of this are the results of a research of security vendor Cenzic “First and foremost,
99% of all applications tested in 2012 have one or more serious security vulnerabilities. And
with a median number of vulnerabilities per app of 13, it’s no wonder that application-level
attacks are a focus for hackers.”[2].

The essence of the Internet, in terms of its security, is the subject of increasing
interest in the theory and analyzed by a number of authors. The Internet has no centralized
governance in either technological implementation or policies for access and usage; each
constituent network sets its own policies [3,39].

Analyzing this definition of the essence of the Internet, from the security point of
view, the lack of specific rules for access and authentication of users in the network is a
prerequisite for performing a number of attacks aimed to compromising the security of the
web applications.

In support of this claim, the research’s results of Cenzic show that: “At 26% of the
total, Cross Site Scripting (XSS) was the most frequently found vulnerability in apps tested
in 2012. Information Leakage and Session Management Errors follow in frequency, each at
16% of total vulnerabilities found. Authentication and Authorization (13%), Cross Site
Request Forgery (CSRF) (8%) SQL Injection (6%), Web Server Version (5%), Remote Code
Execution (5%), Web Server Configuration (3%), and Unauthorized Directory Access (2%)
round out the 2012 vulnerability population”[2].
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"Hacker" is a term lasting entered the IT terminology. It is used for persons who
illegally penetrate foreign systems or inflict great harm, using computers as a weapon.
However, among the experts are dealing with writing code that term means to find a quick
and easy solution to a problem or a clever way to do something [4]. In this report the term
"hacker" will be perceived as a synonym of “ineligible person” or “intruder”. In specialized
publications on the topic of security in the global network, most authors adopt a uniform

m"non

qualification for the perpetrators of the attacks, namely: "unauthenticated user", "ineligible
person", "intruder". Such an approach takes and Shiflett.Ch. Striking is the definition given
by the author about the process of authentication, which is not quite accurate in all its details,
"Authentication is the process by which prove the user's identity ..." [6]. The author defines
authentication, a process that proves the identity of the user, which is true, but incomplete.
An user can access someone else's data to a third person, which makes it really illegitimate
user, but not for the process of authentication, which defines it as legitimate. A more precise
definition is given by the team of Apache, according to which: "Authentication is any
process by which you verify that someone is who they claim they are" [5]. This definition
defines more precisely the process of authentication, but leaves open the question about the
actual identity of the user.

Summarizing the presented views, we can define identity as one of the biggest
problems on the Internet, from a security perspective.

2. The problem of the Internet anonymity

The growth of the Internet in the context of e-commerce, social networking and
communication tools is interest to researchers from different scientific fields
(communication, social psychology, computer security, etc.). They set out to explore the
different behaviors in this type of social environment. "Computer mediated communication"
(CMC) enters IT terminology and definition for mode of communication in this environment.
[7] Particular interest to researchers is the growing importance of anonymity and its effects
in CMC, as its determinant.

In the context of Internet communication (e-mail, newsgroup article, web page,
pamphlet, book, rumour, etc.) the term "anonymity" is found most often in three varieties:
anonymity, pseudonymity and a variant of pseudonymity — deception. Anonymity means that
the real author of some communication unit is not shown. It can be implemented to make it
impossible or very difficult to find out the real author. A common variant of anonymity is
pseudonymity, where another name than the real author is shown. The pseudonym is
sometimes kept very secret, sometimes the real name behind a pseudonym is openly known
[8]. A variant of pseudonymity is deception, where a person intentionally tries to give the
impression of being someone else, or of having different authority or expertise [9,10].

The analysis of the problem of Internet anonymity, literature showed that it
considered two main aspects - positive and negative implications. Looking at the Internet,
within the social context, as ‘“no centralized governance in either technological
implementation or policies for access and usage ... [3]” it can be considered as a
"deindividuating" environment, making conditional analogue to the definition of crowd in
the "Social theories on anonymity".

Social scientists have focused on the negative aspects of the anonymity for long
time until now. Research in this direction has highlighted the two different theories:
Deindividuation theory and Social Identity Theory of Deindividuation. Deindividuation
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theory asserts that being in a large group provides a degree of anonymity, which allows one
to avoid responsibility for his actions - thus shaking off usual social controls and becoming
more impulsive, irrational, aggressive and even violent [11,12,13]. But recent research
argues for a reconceptualisation of deindividuation. It appears deindividuation is not a loss of
individual identity, but may be better construed as a transition to a social identity - Social
Identity Theory of Deindividuation. This theory uses the concept of social identification. The
theory states that in a crowd, and other “deindividuating” settings, the person does not
simply lose a sense of individuality, but makes a transition from a personal identity to a
social identity [14].

Within the social context, cited theories agree in the opinion, that in the conditions
of anonymity, individuals lose their sense of self or just shifis their sense of self, hence the
person loss the sense of responsibility for the actions taken.

Consequences of internet anonymity is widely discussed topic in the scientific
community. It is considered by experts in various scientific fields, emphasizing the positive
and negative aspects. Many authors consider anonymity as a constitutional right and right of
privacy. This aspect is very important on the internet, where personal data could be gained,
stored, processed and abused very easily [17]. Social benefits is another aspect of anonymity
on the Internet. Anonymity reduced likelihood of retaliation can encourage whistleblowers to
draw attention to serious problem. It open public or private discussions of potentially
embarrassing personal problem [17]. Cooper have proposed that easy access, affordability
and anonymity of the internet intensifies and accelerates online sexual activity. Variations in
technological variables such as control of internet access and internet skill level should
explain a substantial portion of the variance in people's online sexual activity [18,19].

From the security point of view, the lack of specific rules for access and
authentication of users in the global network and with a sense of lack of responsibility is a
prerequisite for anonymity can be used to protect a criminal performing many different
crimes such as slander, illegal threats, racial agitation, fraud, intentional damage such as
distribution of computer viruses, hacker attacks, etc.

To some extent, the phrase "internet anonymity"” can be seen as an oxymoron (a
combination of antitheses). This claim comes from the answer to the question "is there an
absolute anonymity on the Internet?". Technologically, one of the specifications of the TCP /
IP protocol is how data should be addressed, described in RFC 1122 and 1123 [15,16]. This
requirement presupposes identity between corresponding sides. In the Internet network it is
the IP address (physical internet address). In essence, it uniquely identifies every internet
computer and it is generally possible to trace each user. Here we should note the existence of
exceptions to this rule - use of third-party computer as a redirector, though, those machines
usually keep the logs anyway. Unique identification of each computer on the network via IP,
suggesting that absolute anonymity on the Internet is an illusion. But the IP address uniquely
identifies the physical internet address of the computer, not the user, using the computer.
What would be the identification of a user when he is connected to the internet, using a
temporary IP number in a free wireless network?! This allows us to maintain claim that
anonymity on the Internet exists, in terms of the identification of the user identity.

The identity of a person, place or thing is determined by its characteristics, features
or circumstances by which a thing or person is definitely recognisable or known, it is the set
of behavioural and personal characteristics by which an individual is recognizable as a
member of a group [20].
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According to Kollock and Smith “Online interaction strips away many of the clues
and signs that are part of face-to-face interaction. This poverty of signals is both a limitation
and a resource, making certain kinds of interaction more difficult but also providing room to
play with one’s identity” [21,22]. In their publications the authors examined from a
technological point of view, different options for identification on the Internet, through
indirect "clues." Email account name is generally perceived to refer to a single person. It may
provide some contextual information about the writer, information that, while quite sketch,
may be the only such cues — and even if not, it reveals he wants to stay anonymous. Email
addresses from “official” domains are therefore generally taken as real names with all the
consequences, since the author is usually employee/student/or some other person, whose
identity was verified in the real word. And there is an accountability involved, too. The
domain name gives contextual clues about the author — and about the reliability of the
information. A work or school-based account name is known within the organization and
there are many people who can make a direct connection between the e-mail address and the
real-world person. On the other hand, freemail providers do not guarantee anything and offer
wide range of anonymity. Another source of identity could be email signature. Email
signature is text that is automatically attached to the bottom of email message. Protocols and
services can be understood by the application/network the user uses (HTTP, FTP, VoIP) or
specialized chat networks.

The analysis of these options indicates their low degree of reliability. In support of
this, we should point out that according Donath.J. "Identity cues provided by users are not
always reliable. The account name in the header of an email can be faked, identity claims
can be false, social cues can be deliberately misleading” [9]. Summarizing the presented
views, we can define identity as one of the biggest problems on the Internet, from a
security perspective.

The use of biometrics as a possible solution to the problem of identification is a
relatively new approach. It is a combination of different technologies using biometric data,
such as: iris, retina, finger prints, hand geometry, palms, voice, face, etc. A biometric is a
physical characteristic, a measure of a biological trait. Biometrics has a very useful
application in security; it can be used to authenticate a person’s identity and control access to
a restricted area or electronic system, based on the premise that certain of these physical
characteristics can be used to uniquely identify individuals [23].

Electronic signature is any electronic means that indicates the person who claims to
have written a message is the one who wrote it (and that the message received is the one that
was sent). It also serves to verify your identity that's why you have to sign credit card
receipts, after all. But in many of these cases, identity isn't really that big of a deal. In cases
where it is major financial transactions, business operations, or legal filings a notary is
required to ensure that you, the person signing the document, are actually who you claim to
be [25, 26]

Logical questions arise: 1) The degree to which these technologies are applicable
for the purposes of identification and authentication on the Internet?; 2) What are the
advantages and disadvantages over traditional approaches?

One of the tasks of this report is to propose a model for evaluation of biometric
technologies, in order to determine their degree of relevance to the needs of authentication
and identification on the Internet.
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3. Evaluation model of technologies as an authenticator in a
networked environment

The scope of this model is limited to the selection of technologies as an

authenticator in a networked environment. Biometrics as a physical access, e-commerce, and
monitoring technology is beyond the scope of this model. In relation to the target is to be
noted that the evaluation given by the model can be interpreted only under the condition
that the model is unchanged.

1)

2)

The purpose of the present model is:

To evaluate the technologies as an authenticator in a networked environment in
qualitative and quantitative indicators, according to the following criteria:

1. Require additional hardware for implementation — from an architectural
point of view relevant to the assessment of biometric technology as an authenticator
in a networked environment is the need of additional hardware for implementation;
2. Required software and technology for web implementation — this criterion
assesses the necessary software for implementation in a networked environment;

3. Opportunity for remote authentication — this criterion refers to the ability of
the evaluated technologies for remote authentication;

4. Hacking — this criterion summarizes the most common hacker attacks to the
technology;

5.  Performance factors - this criterion assesses the factors influencing the
performance of the technology;

6. Level of accuracy - this criterion assesses Crossover Error Rate (CER). In
percentage terms at which point False Rejection Rate (FRR) = False Acceptance
Rate (FAR). It is necessary to note that the CER vary from mechanism-to-
mechanism and vendor-to-vendor. Technology assessment for this criterion is
perceived average assessment rates;

7.  Storage size — this criterion assesses the size of information for access;

8.  Storage device - this criterion summarizes compatible with the technology of
devices for storing data for access;

9. System decision time - this criterion assesses the time for which the system
returns answer;

10. Cost — this criterion evaluates the cost of the license for technologies needed
for development and implementation of the technology in a networked
environment;

The final score for each criterion to be formed by a scoring system ranging from 0
to 100 points. Assessment is equivalent to the following scale (Table 1) as described
below approach.
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Points Evaluation
from 0 to 25 points Weak
from 26 to 50 points Good
from 51 to 75 points Better
from 76 to 100 points Excellent
Table 1. Rating Scale

(9,1

Assessment approach:

Final score for each criteria is formed as defined in the purpose of the rating scale
model;

Criteria for evaluating the software by dichotomous question requires answering
"Yes" or "No" are measured with 100 points for a positive response and 0 points for
negative;

Evaluation requires a comparison with other technologies using proportionate
approach. Under the approach quantified indicators for benchmarking technologies
are proportional to the points given to them for evaluation. The technology which
show the best result in each criterion are given scores of 100 points. The final grade
is rounded to the nearest whole number.

The final mark is formed by calculating the average of collected criteria points;

The results obtained are set equal to the rating scale (Table 1 Rating Scale);

The results obtained make conclusions about the relevance of the technology as an
authenticator in a networked environment.

4. Application of the proposed evaluation model

According to the objectives of the report, the proposed valuation model applies to

the following technologies: 1) Retinal Scan; 2) Iris Scan; 3) Fingerprints; 4) Hand Geometry;
5) Signature Dynamics; 6) Voice Dynamics; 7) Single-factor authentication , 8) Multi-Factor
authentication. Single-factor authentication is a technology witch traditional websites
requiring just a user's password ask for something the user knows (a password) or ask for
something the user physically has (an RFID card). But multi-factor authentication on the
other hand requires verification from at least two of the different approaches and is
considerably more secure. A more practical approach to multi-factor authentication is to
implement options from the other two categories, such as requiring a password and a
confirmation token sent to the user via phone either by SMS or voice call. The results are
summarized in Table 2, Table 3, and graphically represented in Figure 1.
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Application of the proposed evaluation model

H Retinal Scan

M Iris Scan

M Fingerprints

® Hand Geometry

M Signature Dynamics

Figure 1. The aggregation results of application of the evaluation model

After application of the proposed evaluation model can draw the following
conclusions for the evaluated technologies:

Criteria

Authentica
tion by
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Multy-Factor authentication
Internal state size MD5 — 128 bits; SHA 0 — 160 bits; SHA 1 — 160 bits;SHA 2 — 256

bits. [36]

Table 2. The evaluation model matrix
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Criteria (points)

Required software and Technology for
Level of accuracy (Crossover Accuracy

Opportunity for remote authentication

=

£

g

<

%

< Q

(= s

22|25 2 I 3

o 'a o < 72} o o]
- g g| E & & E =
B = = S < < | 8 - =
icati g g S 2| 5 ~ 3 S| 2 2| =

Authenticationby | 2 & 2 sl 2 qd z & & 3 =
Retinal Scan 0 0 100 | 50 501100 | 12 | 100 | 1 100 | 51,3
Iris Scan 0 0 100 | 40| 50| 1 34 1100 | 29 | 100 | 45,4
Fingerprints 0 0 100 | 50 | 25 1 28 | 100 | 6 100 | 41
Hand Geometry 0 0 | 100 | 50 33 1 12 | 100 | 4 | 100 | 40
Signature 0 0 [100| 67 | 50| 1 | 70 |100| 6 | 100 | 49,4
Dynamics
Voice Dynamics 100 100 | 100 | 67 14| 1 18 | 100 | 100 | 100 | 70

Single-factor

.. 100 100 | 100 | 29 | 100 | 100 | 100 | 100 | 50 | 100 | 87,9
authentication

Multi-Factor

.. 100 80 | 100 | 100 | 100 | 100 | 100 | 100 | O | 100 | 88
authentication

Table 3. The results of application of the evaluation model

Empirical analysis shows that the Single-factor and Multi-factor authentication
methods show excellent results under the proposed evaluation model. From the results it is
clear that the most vulnerable to attacks in order to compromise the security are Single-factor
authentication methods. By this standard, maximum results indicate Multi-factor
authentication methods, but at the expense of high latency of the overall process of
authentication. In connection with the subject of the report interest is the evaluation of
biometric technologies in terms of their applicability to the Internet as a means of
authentication. According to the evaluation model analyzed biometric technology show good

264




3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

score on all criteria. Retinal scan and Voice dynamics, according to the same rating scale
showed very good. The advantages of Retinal scan technology to Voice dynamics are few
factors that affect her work and her great degree of accuracy, expressed by "Crossover Error
Rate" in rates. With all other parameters Voice dynamics showed better results. Main
advantages of Voice dynamics over other technologies are:

1) The lack of need for additional hardware, except a microphone on the use of
technology;

2) Implementation of the technology in the Web environment can be realized through
the use of free technologies such as jQuery library, Flash player and programming
language to connect to the server as: PHP, Pirl and others. To implement the
“Retinal scan”technology requires the use of high programming language as C or
Java.

The analysis of the results of the application of the evaluation model shows that
biometric technologies I can be administered alone as a means of authentication on the
Internet, due to some weaknesses in their security as hacking and degree of accuracy,
expressed by "Crossover Error Rate". They can be used as part of milti-factor authentication
process using their main advantage over traditional approaches - their ability to identify the
actual user, do not report outlined opportunities to discredit them. The main utility of this
technology is to provide identification during the authentication process.

In security there are 3 commonly referenced factors by which a user can authenticate
[38]:

1) Something you know (ID, PIN, Password, Passphrase);

2) Something you have (Certificates, and tokens including One-Time-Passwords,

smart cards, key cards, USB fobs, challenge/response);

3) Something you are (Biometrics).

5. Conclusion

“Best Security Practices” dictate that network authentication use minimally 2 and
preferably 3 factors as part of a strong authentication scheme.

1. A voice biometric or "voice print," is as unique to an individual as a palm or
finger print.

2. Any authentify application that employs a voice channel is able to add voice
biometric authentication to the process for even higher levels of authentication
and security.

3. Any process that uses biometrics can be tuned to raise or lower the probability
level at which a new model is accepted or rejected when compared to the
original. This permits to balance the two types of errors — the false positives and
the false negatives.

4. The point, referred to “Equal Error Rate,” at which, probabilistically speaking,
there is an equal chance of being falsely rejected, or falsely accepted. Beyond
the Equal Error Rate, the biometric can be tuned to allow more false positives or
false negatives depending on the application's security requirements.
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A Practical Approach to Testing the Execution Times of the
Queries in Microsoft SQL Server
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Abstract. The response time of an information system is one of its most important
characteristics. One part of the response time is time for requests to the database.
Knowing this time in advance is vital before implementing of the system in
exploitation.

However, an accurate measurement of execution time of the queries is faced with many
difficulties.

This study aims to propose a practical approach to objectively measure the execution
time of database queries in an environment of Microsoft SQL Server, as part of the
testing of information system before its exploitation.

Keywords: response time, query execution time, performance testing

1 Introduction

The response time of an information system is one of its most important
characteristics. Sometimes this time is crucial for the normal exploitation of the system.

One part of the response time is time for requests to the database. Although most
studies show that the execution time of the queries occupies only a small part of the overall
response time [1, 2], it is important to know how much this time is. And even more
important is to know this in advance, before the implementation of the system in
exploitation, in order to eliminate potential problems.

The subject of this study is to clarify:

e What part is the execution time of database queries from the response time of the
system?

e What should be included in the execution time of the queries, i.e. what should be
measured?

e What are the conditions for the most objective measurement?

e How exactly to perform the measurements and which are the most appropriate tools
in the environment of MS SQL Server?
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1.1 Definitions

Response time: The elapsed time between the end of an inquiry or demand on a
computer system and the beginning of a response; for example, the length of the time
between an indication of the end of an inquiry and the display of the first character of the
response at a user terminal. [3]

Transaction time: The total amount of time spent at network, client, and server to
complete a transaction. [4]

Frontend time: Network and client-side time
Backend time: The time it takes the server to get the first byte back to the client [1]
Process time: The time required for the server to respond to a client request. [4]

Wait time: The time when the query waits for the CPU or other resources on the
server to be processed.

Parse and compile time: The time required by the server for compiling, analyzing and
creating execution plan.

Execution time: The time required by the server to execute the query.

1.2  Goals

The main goal of this study is to propose a practical approach to objectively measure
the execution time of database queries in an environment of Microsoft SQL Server, as part of
the testing of information system before its implementation.

Steps to achieve this goal:

o Determine the place of the execution time of the queries in the response time of the
system;

¢ Determine what is included in the execution time of the queries;

 Define the conditions for maximum objective measurement;

o Identify appropriate tools in an environment of MS SQL Server.

2 Response time and query execution time

2.1  Components of the response time

The response time is composed of two main components:

¢ Frontend (client and network) time: The time it takes for the application to form a
query to the server, the time required by the operating system and the network to
transport the query and vice versa - the time it takes the operating system and the
network to transport the result of the query and the time required to application to
display the result;

e Backend (server-side) time: The time required by the server to prepare the query, to
process it and to return the result.
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Fig. 13. Components of the response time

2.2 Components of the process time

The process time is composed of three main components:

e Wait time: The time during which the query is waiting to be processed by the
server. There are two categories of requests - runnable (waiting for CPU) and
suspended. Requests with suspended statuses are placed in a waiting list until the
requested resources become available;

¢ Parse and compile time. Parse time is the time spent on checking SQL statement for
syntax errors, dividing the command of components, and producing an execution
tree. Compile time is time spent during compiling an execution plan from the
execution tree.

¢ Execution time: Total time spent during execution of the query.

> Process time

> Wait time B Pars_e aqd >
compile time ’

Fig. 14. Components of the process time
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2.3 Query execution time

There are two indicators of execution time - CPU time and Elapsed time.

e CPU time is time used by CPU to complete a task. CPU time is just the time for
which the CPU is busy executing the task;

o Elapsed time is the total time used by a task from start to its end. In most cases
elapsed time is larger than CPU time, because it also includes time spent during 1/0
operations required by query. Elapsed time can be different for each execution
because it depends upon other resources availability.

Later in the study under the query execution time will be understood only the CPU

time.

3 Conditions and tools for measuring the execution times of the
queries

3.1  Conditions for maximum objective measurement of the queries execution time

There are incidental factors influencing the execution time of applications, such as:

¢ Running background processes

e Server overload

¢ Query optimization and building different execution plans
¢ Resource constraints etc.

Fig. 15. Incidental factors
Because it is not possible to eliminate all the effect of the incidental factors, they
should be limited to a minimum. Our objective in this study will be:
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e Limitation of incidental factors
e Repeated measurements of the execution time of each query
o Statistical treatment of the results of the measurements;

3.2 Available tools in MS SQL Server

In MS SQL Server there are execution related dynamic management views and
functions, such as:

e sys.dm_exec_query_stats
e sys.dm_exec_sql_text
e sys.dm_exec_query_plan

The view sys.dm_exec_query_stats returns aggregate performance statistics for
cached query plans. It contains one row per query statement within the cached plan. Most
important for the purposes of the study are the columns:

e execution_count - number of times that the plan has been executed

o total_worker_time - total amount of CPU time, reported in microseconds, that was
consumed by executions of this plan

o total_elapsed_time - total elapsed time, reported in microseconds, for completed
executions of this plan

4 Anapproach to testing the queries’ execution time in Microsoft
SQL Server

To ensure maximum objective measurement of the queries’ execution time, we offer
an approach to identify queries, execute them and process the results.

4.1  How to create and identify queries

First of all, a test database must be created with parameters close to the one expected
in the actual exploitation of the system.

Then, queries corresponding to those in the real information system need to be
created. Despite various specific parameters, these standard queries must be identified
equally. One possible approach is, at the beginning of each query, to place a comment that
identifies it, such as:

-—Query #001
SELECT ..

4.2 How to execute queries

Queries should be performed repeatedly with different parameters and in different
order, as far as the order of execution has a significant effect on their performance. [5] The
best option for this is to create an application that can run queries.
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Before beginning the tests would be good to clear the statistics relating to the
execution of queries, using database console command:

DBCC FREEPROCCACHE

4.3 How to process the results

After the tests necessary information about the execution times of the queries can be
derived from the system views and functions sys.dm_exec_query_stats,
sys.dm_exec_sql_text and sys.dm_exec_query_plan.

For each query can be calculated the average execution time, for example:

SELECT 'Query #001' AS Query,
SUM (s.execution count)AS Count,
SUM(s.total worker time) as Total time,
SUM(s.total worker time)/SUM(s.execution count)
as Average_ time

FROM sys.dm exec query stats AS s CROSS APPLY
sys.dm exec sqgl text(s.sgl handle) AS t

WHERE t.text like '--Query #001%'
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Abstract. With the development of information systems and the growth of managed
and stored data arises a need for monitoring and management systems. The companies
are increasingly interested in the performance of the systems which manage their
business.This report is a result of current and previous research for systems’
performance and more specifically the focus is on the database productivity in a system.
The database is considered as a part of the entire business intelligent system. This
report proposes common architecture of a business information system for performance
management of a database. A series of steps, which the performance management
system provides, will be described in the paper. We will also propose and describe tools
which can implement these steps.

Keywords. Database monitoring, database administration, database performance,
performance forecast.

1. Introduction

The main problems that business applications have are relevant to their productivity and
performance.

Previous researches present an entire concept for management of database performance.
The idea covers tasks and concepts that are very similar to those of business intelligent
systems - data collection, storage history, producing new values based on the accumulated
history, forecast. The previous reports take the idea of the architecture of business intelligent
systems and develop it further to serve the idea of future forecasted environment, monitoring
in forecasted state of the database.

The current report will propose a common architecture of a business information system
for management of database performance based on the entire concept presented in previous
reports.

The main purpose of this paper is to describe a sequence of certain functionality, which
the system for database performance management would provide. Along with that, there are
suggested and described some tools, which can help with the steps’ implementation.

2. Common architecture

The prototype of the system consists of four component systems. They exist together
under a single web interface. Of course, the implementation of each component system can
be different, but for the presented prototype the author has chosen to develop a web interface
using ASP.NET and C#.
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The specific steps for execution, which the system for database performance management
suggests can be classified by the component system, by which they are supposed to be
performed.

Common architecture design of a
business information system for
performance management of the
business applications

Subsystem

S "REGISTRATION OF
ASP ¥ QUERIES FOR
MONITORING,

FORECASTING AND
OPTIMIZATION"

Subsystem ,,FORECASTING “

Subsystem "MONITORING THE
CURRENT AND THE FUTURE
STATE OF THE REGISTERED
QUERIES"

Subsystem
,OPITMIZATION“

Fig. 16. Common architecture design of a business information system for performance management of
the business applications

1. Subsystem "Registration of queries for monitoring, forecasting and
optimization*

This part of the system is designed to work with the common properties of the database
that will be monitored. This component system should also allow the user — database admin
to specify business problems, represented in the system using as large queries, which the
organization needs to optimize and monitor. The user should also be able to set critical
thresholds for execution time of the queries.

The so-called “execution steps” briefly describe the main functionality of the component
system “Registration of queries™:

e Creating stored procedures for generating storage structures for statistical data about the
work of the database depending on different servers.
Analysis of tables and views, which hold or access statistical data for the different
database management systems respectively. Creating stored procedures corresponding to a
selected server or database management system.

¢ Collection and management of data for generating a specific data warehouse.

This step is designed to include collecting of data necessary for creating a specific data
warehouse in a prepared in advance universal storage structure.
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The data warechouse, which will be generated, is defined as specific, because it is created
according to some specific properties such as the database server, which is used for the
database and some others.

Each database management system stores statistical data for the work of each database in
various structures. These structures are usually tables that differ not based on the databases,
but based on the server and the database management system, on which they are stored and
used.

e Generating a specific data warehouse for storing statistics for the operation of the
database, depending on the specifics of a database server;
On this step the data warehouse is generated according to the data for the database,
collected during the first two steps.

¢ Registration of server, database, method of authentication;
This step includes collecting information for the name of the server of the database which
will be monitored as well as the name of the database. Another important thing is to
choose a way of identification for the server— windows or sql user.

¢ Registration of business processes for monitoring;
The suggested method equalizes the registration of a business problem with registration of
a critical for the business in terms of query execution time.

¢ Registration of sources which depend on the business processes;
For research purposes there should be registered different data sources, which participate
in the studied business process, in order to monitor, forecast and detect potential problems
with the database performance depending on the given business process.

¢ Registration of performance values.
The database administrator is responsible for determining critical thresholds for the
execution time of a given query and in this way the process will be monitored according
to its optimal values.

2. Subsystem ,,Forecasting“

This component system is the heart of the system, it is developed using the DBMS
SQLServer and T-SQL. The user interface for using the implemented functionality is part of
the common ASP.Net application.

This part of the system can be developed as well using diverse tool and technologies, for
example — Data mining, Statistics packages, MS Excel, stored procedures, etc. For the
current research the author has used stored procedures and the help of statistical methods for
forecasting, detecting dependencies and calculating the correlation coefficients.

Collection of statistics for execution time of queries;
Generate forecast values for execution time of queries;
Collection of statistics for database objects;

Generate forecast values for the database objects;
Calculation of correlation coefficients based on statistics;
Generate forecast values for correlation coefficients.
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e Periodic collection and generation of statistics and their forecast values, calculating the
correlation coefficients and generating forecast values for correlation coefficients.

3.  Subsystem '""Monitoring the current and the future state of the registered
business processes"

This part of the system allows the database administrator to monitor the system and its
indicators through a dynamic dashboard. In this way the administrator will have a view
containing all registered business processes, their current and forecasted state, the volumes of
the data sources participating in these processes, as well as the execution time for each
registered query in separate moments. All these current and forecasted values can be
compared to critical thresholds, set for each of the business processes. What is more, in this
dynamic dashboards can be monitored and detected dependences between the different data
sources participating in a given business process. Monitoring of the calculated forecasted
values for detecting correlations between the different sources is a feature of this subsystem
too. In this way an accurate and timely decision can be made for detecting and preventing
problems with the database performance.

Similarly to the other subsystems, this part can be developed in multiple ways, in the
prototype it’s chosen to be developed using Qlikview tool.

The following steps cover the main functionality of this component:

Monitoring the execution time of queries registered for a specified period;

Monitoring forecast values for execution time of queries registered for a specified period;
Monitoring the values of database objects associated with the registered queries;
Monitoring forecast values of database objects associated with the registered queries;
Monitoring of the calculated correlation coefficients based on statistical data;

Monitoring forecast values for correlation coefficients based on statistical data.

4. Subsystem ,,OPITMIZATION*

As all systems for monitoring and optimization of database performance follow the idea
of analyzing diverse statistics about the objects in the database, this subsystem is aimed to
organize the process of entering all the statistics collected by the rest of the subsystems into
an empty virtual database. This means that this database will contain no data, just the
statistics, in order to allow the query optimizers to propose accurate solution for optimization
of the already forecasted values for volumes of data in the different objects in the database.
In this way the administrators will be able to look one step ahead in the development of the
database volumes, which they are responsible for.

e Load forecast statistics;
e Generating Execution plan based on forecast statistics.

3. Conclusion

In summary, in this paper a common architecture of a business information system for
performance management of the business applications is presented. In the beginning the
author presents the idea of a system and its subsystems. The author proposes architecture of

277



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

business information system in help of database administrators. The proposed solution gives
the database administrator enough time for reaction to an occurring problem with the
application’s performance and respectively the database’s performance.

Database administratorhas a

Common architecture of Better database performance
B X N tool for database
business information system and better database
L performance management
for database monitoring . A management
based on this architecture y

Fig. 2. Better database’s performance

As for future work, the author intends to present the tool using the concept of this paper.
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Abstract. This paper investigates an implementation of the Object-Oriented (OO)
concepts into a High-Level Architecture (HLA)-networked simulation for transport
systems, thus addressing sustainability of the HLA methodology into the future. The
paper aims at developing an object-oriented layer (OOL) providing a high-level
mechanism for HLA data exchange through local objects. It exploits the technical
advantages provided by object-oriented programming, HLA object interface
specification, and data-centric model while presenting an application for simulation of
Air-Traffic Control (ATC), which is intended to serve as a testbed for ATC operators
training.

Keywords. HLA/RTI simulation, object-oriented programming, integrated systems,
transport systems.

1. Introduction

Over the last decades, the advent of new technologies has led to very complex and
interdependent systems. They comprise a lot of basic facilities, services, information
systems, and communication networks needed for the functioning of a community or society.
The people in developed countries are becoming more and more dependent on these systems
due to the critical operations and infrastructures they support, especially in the field of
transport. One of the main prerequisites for the development of complex systems in transport
is the tendency that the different main functions in society — such as transport management,
air-traffic control, energy, communications, crisis management and health services — have
developed a great deal of mutual interdependence. In addition to this, the complex
interdependencies between the systems resulting in the mutual provision of services and use
of common communications network prohibit the possibility to study these systems directly.

The modeling and analysis of interdependencies between complex systems in the
transport is a relatively new and very important field of study. A number of simulation
models have been developed and more are being developed for studying an individual aspect
of the system components. In most cases, the simulation models are built based on the
object-oriented approach. Object-oriented simulation has great intuitive appeal in
applications because it is very easy to view the real world as being composed of objects [1].
Typical for the models is that integration among models does not exist. They do not easily
address highly dynamic complex systems. Distributed simulation technologies are a
paradigm to model dynamic, heterogeneous, and spatial distributed systems. They not only
aim at speeding up simulations, but also serve as strategic technologies for linking simulation
components of various types [2]. Although the contemporary distributed simulation
technologies, and especially, HLA/RTI (High Level Architecture/Run Time Infrastructure)

279



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

standard has a standardized structure for object models, they do not completely correspond to
common definitions of object models in OO techniques [3, 4].

The paper aims at developing an object-oriented layer (OOL) for distributed
simulation of interdependent systems in the transport providing a high-level mechanism for
HLA data exchange through local objects. By manipulating these objects (i.e., create,
modify, delete), the applications can work directly at the HLA/RTI API. This will eliminate
the complex network programming for HLA distributed simulations.

4. Problem statement

Given the current state of shrinking budgets and growing number of interdependent
systems in the transport, it is obvious that there is a critical need for an architecture that
exploits the technical advantages provided by object-oriented programming, HLA object
interface specification, data-centric model, and layering (Fig. 1).

e HLA Standard
Design

[z |
I |

Fig. 1. Properties of the architecture for simulation of complex systems

1. Object-Oriented Simulation

Object-oriented programming (OOP) is a computer programming paradigm in which
a software system is modeled as a set of objects that interact with each other. According to
OOP methodology, the objects encapsulate data (attributes) and behavior (methods of
behavior) [5]. In OOP, a Class definition is a user-defined type, which contains the members
that enable class objects to have state and behavior. Data field members (member variables
or instance variables) enable a class object to maintain a state. Other kinds of members,
especially methods, enable a class object's behavior. Class instances are of the type of the
associated class. OOP uses polymorphism. The purpose of the polymorphism is to
implement a style of programming, in which objects of various types define a common
interface of operations for users. This allows objects with the same interface to react
differently depending on the nature or type of the object. For example, a method of a
subclass can override a method of the base class with the same interface. Consequently, an
instance of the subclass will differ from instance of base class in its behavior. Therefore, the
specific operation can be handled differently depending on the type of the object on which it
is invoked.

Object-oriented simulation is a design strategy where system designers think in terms
of ‘things’ instead of operations or functions. It is concerned with developing an object-
oriented model of the application domain. The identified objects reflect entities and
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operations that are associated with the problem to be solved. The simulation system is made
up of interacting objects that maintain their own local state (attributes) and provide
operations (methods) on that state information. They hide information about the state and
limit access to it. An OO design process involves designing the object classes and the
relationships between these classes.

2. High Level Architecture (HLA) standard for distributed simulations

The High Level Architecture (HLA) [6] was developed by the U.S. Defense Modeling
and Simulation Office (DMSO) as a successor to both Distributed Interactive Simulation
(DIS) that supports real-time platform simulations, and Aggregate Level Simulation Protocol
(ALSP), to provide simulation interoperability and reusability across all types of simulations
[7]. HLA is the IEEE standard for a software architecture of interoperable distributed
simulations. HLA aims to establish a common high-level simulation architecture to facilitate
the interoperability of all types of models and simulations among themselves, as well as to
facilitate the reuse of modeling and simulation (M&S) components. HLA allows experts to
combine computer simulations into a larger simulation. For instance, the experts might want
to combine simulations of complex systems in several different regions of the country. HLA
can extend the simulation later by adding new models or simulations, for example new
models of transport infrastructures.

The HLA defines a set of rules governing how different simulations (applications),
now referred to as federates, interact with one another. The federates communicate via a
communication environment called the Runtime Infrastructure (RTI) and use an Object
Model Template (OMT), which describes the format of the data. A federation is a combined
simulation system created from a set of federates that are interconnected with each other.
Information exchange in the federation is based on a common object model, called
Federation Object Model (FOM). It contains exchange data created by the federation
developer that show the relationships between federates. It means, FOM defines object
classes, their attributes and interaction classes that are commonly used and exchanged among
the federates in the federation. The Simulation Object Model (SOM) is the model that
defines objects, attributes and interactions in each federate that can be used from the other
federates.

3. HLA object model

The HLA object model supports information exchange between federates within the
federation. The exchange of information takes the form of objects and interactions. Federates
communicate with their peers by sending interactions or updating object attributes. Federates
do not communicate directly with each other and all communication is administrated by the
RTI. A traditional HLA federate (Fig. 2) can be presented as an integrated program,
consisting of a simulation model and Local RTI Component (LRC). The simulation model is
a physical, mathematical, or logical representation of processes and systems (user logic),
whereas the LRC services it by interacting and synchronizing with other federates.
Therefore, the simulation model performs local computing, while the LRC realizes
information exchange for the model. It is very difficult to combine the above components in
a normal federate, due to the tight coupling of the simulation model and the LRC [2].
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Fig. 2. Traditional HLA simulation

HLA object classes are comprised of attributes. Object classes describe types of things
that can persist. Each object in a moment of time is characterized by a state, which is defined
by a set of current values of its attributes. Federate, which manages an object (more
precisely, the object attributes), may alter the state of the object by changing the attribute
values. Through RTI services, the federate transmits the new values of the object to all
federates in the simulation. In this case it is assumed that the federate updates the attributes.
Interactions classes are comprised of parameters [8]. An interaction is a single action caused
by a change in the state of an object from another federation. Interaction classes describe
types of events. Objects are similar to the interactions in so much as the objects are
comprised of attributes and the interactions are comprised of parameters. The basic
difference between objects and interactions is persistence - objects persist, interactions do
not.

In the HLA terminology, classes support information for a common description of the
objects. The basic idea is to provide data-centric organization, which is an opportunity for
information exchange between distributed applications. This concept differs significantly
from the classical object-oriented methodology where the behavior is an integral part of the
objects. Diversity of HLA and OOP object concepts consists in the fact that the HLA objects
are defined entirely by the attributes, values of which are exchanged between federates. The
responsibility for updating the attributes of an HLA object is distributed among different
federates in a federation, whereas the OO objects encapsulate state locally and associate
update responsibilities with methods that are integral part of the object’s implementation [9].

In conclusion, the HLA FOM offers an object model that does not completely
correspond to common definitions of object models in the object-oriented programming. The
main purpose of the HLA FOM is to achieve interoperability between participants (federates)
in the simulation, rather than between individual objects from different systems (federates).
HLA doesn’t support the transference of objects and their behaviors between joined
federates. Therefore, there are fundamental differences between OO programming and HLA.
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A number of assumptions about how a federate wants to use HLA services must be made in
order to support these services in an OO API. On the other hand, it is also necessary to make
a number of assumptions about the HLA interactions between federates in order to fully use
object-oriented features such as method invocations [7]. The acquired experience in the HLA
simulation technologies has called for carrying out in-depth analysis as to what extent the
simulation mechanism is fitting the contemporary challenges and requirements. The data-
centric nature of the HLA simulation is indicative of the following trends:
e The HLA technology makes it easy to connect applications, but not so easy to find,
access, and work with the information from OO applications.
e Lack of an OO infrastructure of the distributed HLA simulation, providing effortless
component integration.
e The distributed HLA simulation does not effectively address data abstraction and
information hiding.

5. Object-Oriented Layer (OOL) for HLA simulation

Particular challenge to the simulation of complex systems in the transport comprises
the rapid dynamic changes occurring in the operational environment, with multitude of
variables and enormous amount of information to be processed and analyzed. In such
circumstances all efforts must be focused on coordination, communication, information
exchange and management at all levels. Therefore, the enhanced requirements call for
applying a new approach, combining a methodological framework of the OOP with the
capacities of the HLA standard for information exchange. The mentioned issues can find
their appropriate solutions only after determination of various scientific, technical and
technological requirements based on a comparative analysis of HLA and OOP.

The proposed OOL extends the HLA profile with an object-oriented view on a set of
related HLA FOM object data thus providing typical OO-features such as navigation,
inheritance and use of value types. The main goal of OOL is to provide functions and
services for working with the traditional HLA API. Once this is done, we can write the
business logic on-top of these abstractions. OOL can significantly simplify the
implementation of HLA interfaces. Fig. 3 shows a high-level model of the OOL. Within the
OOL, the rtiAmb contains customized libraries that accesses the standard RTI services and
simplifies the design of the simulation model. Another member of the OOL, fedAmb,
provides common callback mechanism to the programmer, and thus the RTI invokes
functions from the OO user methods. The proposed OO approach aims at transferring objects
between joined federates. It implies shared HLA objects to be presented as a local OO
objects (C++), i.e. a HLA object instance to be presented as an object-oriented C++ object.
For this purpose, the OO objects have to be mapped to the FOM data format. Therefore,
HLA attributes have to be mapped to C++ class attributes.

283



3RD INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
Economy AND EpucaTiON (ICAICTSEE - 2013), DECEMBER 6-7™, 2013, UNWE, SoFIA, BULGARIA

Federate 1 Federate n

Application logic
Federate Ambassador rtiAmb
RTlambassador fedAmb

Application logic
FederateAmbassador rtiAmb
RTlambassador fedAmb

SendUpdate()
ReceiveUpdate()
[VLETET)

SendUpdate()
ReceiveUpdate()
Update()

QO Class A 00 Class B 00Q Class B 00 Class A |
Attr 1:0bjHandle | Attr 1:objHandle - Attr 1:0bjHandle  Attr 1:objHandle
Attribute 2: string | Altribute 2: int £ Attribute 2: int Adtribute 2: string
Attribute 3: int Attribute 3: int s . Attribute 3: int Attribute 3: int
Get_Attr1() Gel_Attr1() E8 GeL_Atir1() Get_Atir1()
Set_Alir1() Set_Alir1() Q7 Set_Attri() Sel_Attri()
'SendUpdate() 'SendUpdate() g - SendUpdate() SendUpdate()
ReceiveUpdale() ~ ReceiveUpdate() = ReceiveUpdale()  ReceiveUpdate()
Update() Update() S Updaie) | Upasle)

e
OOP Mapping layer T OO0P Mapping layer
oorHLA  J U I OOP/HLA

HLA Class A || HLA Class B
Attr 1: objHandle Attr 1: objHandle
Attribute 2: string Attribute 2: int
Attribute 3: int Aftribute 3. int

| HLA Class B || HLA Class A
Atir 1: objHandle | Attr 1: objHandle
Attribute 2: int Attribute 2: string
Aftribute 3. int Attribute 3: int

Publication | | Subscription (Subscription | | Publication

Data-Centric
Publish/Subscribe
Layer

HLA interface specification (API)J‘ ( HLA interface specification (AP1) y

Do T

RTI (Run Time Infrastructure)

Fig. 3. Object-Oriented Layer for HLA simulation systerns

/1
A

OOL provides flexible methods to the user for packing update data, and leaves the
transmission details transparent. The publishing federate uses an OO function sendUpdate()
to send object data through the RTI. Each HLA object contains a member that presents a
handle to the instance of the given type. It serves as a key, which is a unique representation
of HLA data into the RTI middleware. The subscriber federate of the communication model
receives published data for a given object. Then, the federate calls the function
receiveUpdate() of the object distinguished by the key. The function maps HLA FOM object
to an OO class, thus making it possible to reconstruct object-oriented views of the existing
data models (mirror objects). Thus the mirror objects are automatically created at the
receiving federates as object oriented instances.

The OOL implements a mechanism for an object transfer can be summarized in the
following steps:

e Presentation of a HLA object instance as an object-oriented C++ object.

e Coding the C++ class attributes into a network format (bytes) by a serializing
mechanism.

e Transmission of the serialized object attributes through the RTI by an OO function.

e Reconstruction of the object at the receiving federation according to the existing data
models (mirror objects).

6. Reference OO Model For HLA Objects

For the creation of the OO HLA simulation model a DEVS (Discrete Event System
Specification) formalism is used, because it enables the modular assembly and helps to reuse
components [10].

1. DEVS formalism
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The DEVS formalism was introduced in the late seventies by Bernard Zeigler as a
basis for the compositional modeling and simulation of discrete-event systems [11]. System
behavior in DEVS formalism is described using input and output events as well as states:

DEVS =(X)Y,S,t,,Sint+ Oexi  A) Q)

where: X is a set of input events, Y is a set output events, S is a set of sequential

states, ta is a time advance function, din is the internal transition function, which defines how

a state of the system changes internally (when the elapsed time reaches to the lifetime of the

state), dext IS an external transition function which defines how a state of the system changes
by external events, and 1 is an output function.

t,:S—>T” )
S S—S 3)
Suq :Qx X =S “)
Q={st)IseS,t. e T N[OLED] (5)

where Q is a set of total states, and t. is the elapsed time since the last event. The
coupled model of DEVS formalism provides a method of assembly of several atomic
models to build complex systems [12].

The proposed OO HLA architecture is an extension of the HLA by including DEVS
principles in interaction between federations. The design of the OO HLA simulation is
inspired by the DEVS formalism, where a coupled model is composed of multiple models.
Similarly, a HLA federation is analogous to a coupled model, while a federate (model) is to
an atomic model. OO HLA model constructs the relationship between elements in the
conceptual DEVS model and the data-centric elements of the HLA object definition:

e HLA published interaction and object classes are referred to in dint because they are
used to produce output events from a model.

e HLA subscribed interaction and object classes are referred to in dext because they are
used to inject input events into a model.

e The time advance function is identical to t, because they both provide the time
advance.

2. Object Oriented Model For HLA Objects

The object-oriented concept of the HLA architecture is based on a strict hierarchical
organization of classes that satisfies the requirements for building DEVS systems based on
the HLA standard. The reference model of the OO HLA object is a C++ class that sets a
standard for building the HLA objects (Fig. 4). The Basic class StandAlone provides an
abstract interface that is used to access each of the derived objects. It contains features that
allow the HLA classes to be integrated into the simulation environment. StandAlone has
virtual methods and data members that OO HLA objects must inherit to be able to participate
in the information exchange. The virtual methods provide an implementation of the DEVS
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model including the initialization, state maintenance, receiving events, outputting actions,
and time advance and so on (Fig. 4):

[ StandAlone

objectHandle:RTI::ObjectHandle
init_hla:INIT_HLA
1 standAloneList:HLA Ol st_StandAlone
m_ctriType_Enum
m_ModelType_Enum:HLA_ModelType

HLA_Model_1 HLA_Model_2| [HLA_Model 3

HLA_Model_1_2[HLA_Model_1_1| 'HLA_Model_2_1/[HLA_Model_2_2| [HLA_Model_3_1[HLA_Model_3_2

Fig. 4. Hierarchy of classes in the implementation of the HLA models

o receiveUpdate() — external transition function. If the attributes for the subscribed
object classes are received before the time step is expired, it changes the state of the

HLA model.

e update() — internal transition function. If no attributes are received, after the time step
is expired, it changes the state of the HLA model.

e sendUpdate() — the function sends the attributes of the HLA model, calculated by the
internal transition functions.

The main characteristics of the models (data and methods) are inherited from the class
StandAlone. The application can manipulate these objects (i.e., create, modify, delete) using
the object oriented language (C++). The OO HLA model provides mechanism to manage
incoming updates and application-made modifications. Each OO HLA model is a C++ class
that describes the behavior of an object. It ensures compliance with the requirements for
building OOL which allows the exchange of objects, not just structures.

The state variables are recalculated on an each time step of the simulation time by the
function update(). The updated values of the state variables are sent to the RTI environment
by SendUpdate() where all subscribing applications can get them. When an HLA update is
received the corresponding mirror object is updated, enabling the application to receive the
value whenever needed.

7. Example for building a model of HLA model

To verify the effectiveness of the OOL, a case study was done on an integrated
simulation of an Air Traffic Control (ATC) system. The scenario for this case study attempts
to incorporate realism and flexibility. The purpose of the integrated simulation is to observe
how the objects behave when unordinary events occur and potentially cascading effects, to
test the effectiveness of the emergency response plans, for helping train response personnel,
and for vulnerability analysis.

The integrated simulation system is created from a set of models that are
interconnected with each other. The proposed simulation system consists of several
federates. All simulated entities, such as aircrafts, radars, speech navigator, viewer, and
analyzing tool are referred to as simulation models (Fig.5). They are developed following the
specifications given into the reference model of OO HLA object.
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Fig. 5. HLA Air Traffic simulation

The simulation models consist of C++ code that accesses communication services
provided by the RTI. This mechanism allows communication between simulation models
based on HLA standard through RTI infrastructure. The communication between the
simulated objects in the integrated simulation is based on a FOM. It contains exchange data
created by the developers that show the relationships between the models.

The Aircraft federate simulates air traffic based on data provided by an user. In the
example, all HLA Aircraft objects recalculate the new position of the Aircrafts by the
function Update() in the each time step. The updated values of the state variables are sent to
the HLA RTI environment by SendUpdate() where all subscribing applications can get them
using the same interface and the same FOM.

The Radar federate simulates the operation of various radars. This is based on pre-
built models for radars, which are integrated into the program. The Radar receives
information about the position of an aircraft and determines if it is in the visibility zone, and
then sends them through RT]I to the other federates.

The viewer federate is developed to provide an integrated display environment. It can
act as a passive recipient and display simulation data from the rest of the simulation system.
The viewer uses databases to find geographic coordinates based on the given identifier of
navaid or airport.

The analysis tool is an important part of the simulation system because it provides
decision making procedures for solving traffic problems using different decision criteria and
fuzzy multicriteria optimization. It describes the elements in the analysis of decision
alternatives and choices, as well as the goals and objectives that guide decision-making. The
speech navigator federate provides procedures for management of the aircrafts with voice
commands. It supports the ATC operators training.

8. Conclusion
The paper presents an object-oriented layer for simulation of complex-interdependent
transport systems based on an extended HLA integration architecture. The concept relies on
the idea of providing a structural methodology for the use of the object-oriented method to
design, develop, and realize an object model of a HLA simulation system, and obtain the
interoperation and reuse of the simulation federations. It allows intensive information
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exchange in a comprehensible format among distributed participants while following the
principles of information security, regulated information access and coordination. The
proposed OOL allows HLA simulation systems to be integrated easily into larger network-
centric systems [13]. The commonly used subset of the full HLA functionality directly
matches the object-oriented constructs of the OOL. The potential advantages of the proposed
architecture are evident: increased flexibility, building on existing software and
communications standards, and maximisation of the use of existing simulation models. The
developed ATC simulation shows that the OOL reduces the lines of code that need to be
written for a HLA application.
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Abstract. A soft computing model has been developed for evaluation of the
enterprise’s functional effectiveness. Based on the intelligent technologies and the
information, generated in management accounting, it implements a systematic approach
to the six indicators of the status and changes in assets and their sources. The model
examines and analyses, through fuzzy sets and fuzzy logic, the traditional measures of
operating assets and debt. It gives an expert interpretation of the financing structure. In
terms of specific objectives, set out in the short-term management, comprehensive
assessments the competitive business opportunities have been made. A complex fuzzy
expert system for multi-criteria assessment has been developed for evaluation of the
individual functional advantages of the enterprises. It has been created a model of the
designed soft computing system, which has been simulated. The obtained results were
examined, interpreted and analyzed.

Keywords. effectiveness, management, intelligent technologies, fuzzy sets and
fuzzy logic, soft computing

1. Introduction

The enterprise’s functional effectiveness gives a possibility for creation of utility on the
basis of a specified value. In the evaluation of the functional effectiveness various
measurements of the business activity and the financial position gain expression. Among the
set of indicators forming the functional opportunities of the individual enterprise the key
indicated ones are market share, rate of sales, turnover of resources and obligations,
effectiveness of the costs, revenues, assets and equity [1, 3, 8]. The leading guidelines for the
study of the operating activity and financial position are implementation (sales),
management, investment and financing. Hence, on the basis of marketing, accounting and
other past from historical perspective information knowledge with a focus to the short-term
perspective is created. Very characteristic of the functional effectiveness is its strictly
dynamic nature and its narrow interconnection with the tactical objectives of the
management. Therefore, for the assessment of the functional effectiveness of the production
plant it is necessary to develop a systematic approach that encompasses a large number of
measures of the assets, liabilities and equity [2]. It is also necessary to have justification of
the methodological tools, allowing for integration of the accounting information and the
verbally defined hypotheses for the operation and financing of the enterprise.

The aim of this article is to create a soft computing model intended for complex
assessment of the functional effectiveness of the enterprise. In is necessary to integrate
accounting information for current assets and enterprise’s financial position with knowledge
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about business management, as well as to use intelligent methods of fuzzy sets and fuzzy
logic.

2. Methods

The soft computing model for assessment of the functional effectiveness of the enterprise
reproduces a complex expert system, designed and operating in an environment of
uncertainty [5, 6]. It takes into account the lack of absolute accuracy (certainty) in the
description of the objects and interfaces forming the functional opportunities. The conceptual
bases of the soft computing model are the intelligent technologies - fuzzy sets and fuzzy
logic [9]. Together with this a modern environment for improvement of the image of the
operational functioning and capital structure is built up. Also there are conditions established
for fusion between the classic, precise and straightforward financial measurements and
expertise across the field of management, accounting, economic theory and analysis [7, 10].

The following requirements are raised towards the soft computing model for assessment
of the functional effectiveness of the enterprise:

* To create a multi-criteria idea of the functional opportunities of the enterprise.

» To develop integrated knowledge for the active manifestation of the value invested
in the operating activities in the enterprise.

 To build a complex knowledge of the passive manifestation of the value financing
the operating activity in the enterprise.

* To improve the methods of business management by implementing smart
technologies - fuzzy sets and fuzzy logic, in the traditional ways of management
analysis.

The soft computing model for complex assessment of the enterprise’s functional
effectiveness is a mathematical image of the fuzzy expert system (Figure 1.). Six
predetermined indicators are examined and three fuzzy indicators are introduced in it.

Structure of the

operational assets Management of the
operational assets

Operating cycle Fuzzy N
P gcy System | \
Rate of operating Management of
profit the operating debt

Structure of the

operating debt N Fuzzy

Fuzzy »
System Il [] Competitiveness

-
gg—

System Il

Credit cycle

_J

Capital structure

Figure 1. A schematic diagram of the Soft computing model for assessment of the functional
effectiveness of the enterprise.
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A. Determined indicators.

The determined indicators for assessment of the functional effectiveness are models of
links with uniform follow-up between the preconditions and the outcome. They are
calculated on the basis of the information, which is created mainly in the accountancy. The
indicators of determined modelling are measured with an accurate value by means of a well-
known formula. Their disadvantage is that they value individual sides of the operating
activity, i.e. they give a limited account of the interrelationship between the characteristics of
the operating assets, short-term liabilities and equity. In the proposed soft computing model
the assessment of the functional effectiveness is formed on the basis of the following
determined indicators [8]:

A-1. Structure of the operational assets. It expresses the ability for short-term operation.
It focuses the study of the effectiveness on the current resources, intended for the production
and marketing of production:

Inventories + Receivables from Sales 1)
Operational Current Assets

A-2. Operating cycle. It creates a picture of the functioning of the enterprise and
indicates the duration of the turnover realized by the operational short-term assets —
inventories and receivables from sales:

Duration of 1turnover Duration of 1 turnover (2)
. + . .
of the Inventories of the Receivables from Sales on Credit
Whereas:
Duration of 1turnover Inventories . . .
) =————— =« Duration of the ReportingPeriod (3)

of the Inventories M aterial costs
Duration of 1turnover —biesT I " (4)
of the Receivable from |= Recetvables from Sales on Credit x Duration of the Reporting Period

Sales on Credit Sales on Credit

A-3. Rate of operating profit. It evaluates the effectiveness of the ordinary activities of
the enterprise. It shows the financial result (before interest and taxes), which is contained in a
unit of revenues from sales of production, i.e. it measures the operating profit/loss separately
from the influences that the available financial assets and liabilities have on it:

Earring Before Interestand Taxes (5)
Revenues from Sales of Production

A-4. Structure of the operating debt. It characterizes the financing of the operating
activity with funds payable to the suppliers:
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Obligations tosuppliers

—— (6)
Trade obligations

The commercial obligations are an amount of all debts, which are directly related to the
operating activities - obligations for wages, social security and other. The amounts owed on
obtained bank, bond and other loans are not an element of trade obligations i.e. the amounts
resulting from assumed financial liabilities.

A-5. Credit cycle. It estimates the rate of repayment of the obligations on supplies. It
shows the average time, which passes between the emergence and repayment of a single unit
of commitment to the suppliers:

Obligation toSuppliers

—~_ x Duration of the Reporting Period (7
Purchases on Credit

A-6. Capital structure. It characterizes the origin (ownership) of the funds in the
enterprise. It represents an assessment of the financial autonomy and expresses the degree, to
which the creditors are secured:

Equity Capital ®)
Borrowed Capital

B. Fuzzy indicators.

The fuzzy indicators for assessment of the functional effectiveness of the enterprise are
introduced to reproduce human thinking [4, 9]. They are models of links, in which there is no
determined dependency between the preconditions and the result. The content and the
meaning of the fuzzy indicators used for the assessment of the effectiveness are reflection of
expertly set theses. That is why the indicators appear to be an embodiment of the individual
management estimates for the operating activities in the enterprise, for the policy on
investment and financing, for the susceptibility to taking risk and others.

B-1. Management of the operational assets. It creates a multi-aspect idea of the
resources in the ordinary activity. This indicator synthesizes the estimates of the Structure of
the operational assets, the Operating cycle and the Rate of operating profit [8]. In the created
soft computing model three hypotheses for management of the operational assets are defined:
First hypothesis: Aggressive management of the operational assets. This management is
judged as highly profitable and very risky. Second hypothesis: Moderate management of the
operational assets. This management is defined as moderately profitable and of average risk.
Third hypothesis: Conservative management of the operational assets. This management
qualifies as low profitable and of little risk.

B-2. Management of the operating debt. It offers knowledge for financing of the
operating activity by summarizing the estimates of the Structure of the operating debt and the
Credit cycle [8]. In the proposed soft computing model three hypotheses for the management
of the operating debt are developed: First hypothesis: Aggressive management of the
operating debt. This management is judged as highly profitable and very risky. Second
hypothesis: Moderate management of the operating debt. This management is defined as
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moderately profitable and of average risk. Third hypothesis: Conservative management of
the operating debt. This management qualifies as low profitable and of little risk.

B-3. Functional effectiveness. It creates a multi-criteria idea of the functional
opportunities of the enterprise. It forms knowledge of the effectiveness and security of
business operation on the basis of six predetermined indicators - Structure of operational
assets, Operating cycle, Rate of operating profit, Structure of operating debt, Credit cycle and
Capital structure. In the proposed soft computing model three hypotheses for the
competitiveness are developed: First hypothesis: Strong functional effectiveness. This
management is judged as highly profitable and very risky. Second hypothesis: Average
functional effectiveness. This management is defined as moderately profitable and of
average risk. Third hypothesis: Low functional effectiveness. This management qualifies as
low profitable and of little risk.

3. Design of the Soft computing model

The design is implemented under the standard algorithm imposed in the building up of
complex expert systems [4, 5]. It is carried out by successive construction of three fuzzy
systems (FS):

FS 1: Comprehensive assessment of the operational assets of the enterprise.

Stage 1: Fuzzing of the input variables of FS 1.

It represents transformation of the exact values measuring each of the three input
variables — Structure of operational assets, Operating cycle and Rate of operating profit, in
fuzzy estimates. It defines the output variable of Management of the operational assets. For
the purposes of fuzzing four fuzzy linguistic variables are developed (Figure 2).

Stage 2: Calculation of the rules of FS 1.

It is realized by the definition of logical rules, by which the term-multitude of the
three fuzzy variables — inputs of the Soft computing model are associated with the term-
multitude of the output variable. In the calculation of the rules the fundamental
understanding is the following one: With the optimum structure of operational assets, an
Operational cycle of normal length and normal Rate of operating profit, the Management of
the operational assets is of moderate risk and moderately profitable. This Management is
described as Equilibrium.

Any deviation from the normal estimates of the input indicators is accompanied by a
corresponding change in the yield and risk, i.e. with the corresponding new qualifications of
the Management of the operational assets.

Stage 3: Defuzzing of the outcome of FS 1.
The defuzzing of the result is carried out according to the method Geometrical centre
of gravity:

Zn: u(xi)x xi

cog=1=__

n

D i) ®

i=1
Whereas:
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X; - Element of the multitude-medium of the linguistic variable Management of the
operational assets; W(x;) - Degree of affiliation of each element xi

Hence, the accurate, unambiguous assessment of the Management of the operational
assets is reached. FS 1 is modelled and simulated in an environment of Matlab by using the
simulation tools Fuzzy Toolbox and Simulink. Figure 3. shows the dependency of the
Management of the operational assets from the Structure of the operational assets, the
Operational cycle and the Rate of operating profit.

.,_
o

Marrisiiahis

Memberbip

5

RE O BE BRI E@ B3 OE O Oas

Sdwd st e

Kaaghitid of P ohBatoral addat

Figure 2. The linguistic variables Structure of the operational assets, Operating cycle, Rate of
operating profit, Management of the operational assets.

FS 2: Comprehensive assessment of the operating debt of the enterprise.

The design includes the three stages: Stage 1: Fuzzing of input data. For the purposes
of fuzzing three fuzzy linguistic variables are developed: Structure of the operating debt,
Credit cycle and Management of the operating debt. Stage 2: Calculation of the rules. In
the calculation of the rules the fundamental understanding is the following one: With the
optimum structure of operational assets, an Operational cycle of normal length and normal
Rate of operating profit, the Management of the operational assets is of moderate risk and
moderately profitable. Stage 3: Defuzzing of the result. It is carried out according to the
method Geometrical centre of gravity.

FS 2 is modelled and simulated in an environment of Matlab by using the simulation
tools Fuzzy Toolbox and Simulink. Figure 4 shows the dependency of the Management of
the operating debt from the Structure of the operating debt and the Credit cycle.
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FS 3: Comprehensive assessment of the competitiveness of the enterprise.

FS 3 is of the second level. It synthesizes the estimates of the Management of the
operational assets and the Management of the operating debt, which are obtained at the
outcome respectively to the FS 1 and FS 2 and integrates them with the assessment of the
capital structure.

The design includes the three stages: Stage 1: Fuzzing of input data. For the purposes
of fuzzing four fuzzy linguistic variables are developed: Management of the operational
assets and Management of the operating debt (they are already done in the design
respectively of FS 1 and FS 2), Capital structure and Management of the functional
effectiveness. Stage 2: Calculation of the rules. It is implemented in the same way as the
calculation of the rules of FS 1 and FS 2. In the definition of the rules the fundamental
assumption is that in moderate Management of operational assets, moderate Management of
the operating debt and medium Capital structure, the Competitiveness of the enterprise
qualifies as an Average. Stage 3: Defuzzing of the result. It is performed in the same way as
the defuzzing of the result, which is already implemented in the design of FS 1 and FS 2 —
according to the method Geometrical centre of gravity.

FS 3 is modelled and simulated in an environment of Matlab by using the simulation
tools Fuzzy Toolbox and Simulink. Figure 3, Figure 4, and Figure 5 show the dependency of
the Management of the functional effectiveness from the Management of the operational
assets, Management of the operating debt and Capital structure.

Management of the operational assets

! 30 0 1 Structure of the
Operational cycle operational assets

Figure 3. The dependency of the Management of the operational assets from the Structure of
the operational assets, the Operational cycle and the Rate of operating profit.
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Management of the operating debt

Credit cycle Structure of the operating debt

Figure 4. The dependency of the Management of the operating debt from the
Structure of the operating debt and the Credit cycle.

Competitiveness

Capital structure

Management of the operating debt

Figure 5. The dependency of the Management of the functional effectiveness from the
Management of the operational assets, Management of the operating debt and Capital structure.
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4. Implementation and testing of the Soft computing model

The soft computing model, intended for assessment of the enterprise’s functional
effectiveness, is realized and tested by the development of a testing example. In it the effects
of the six scenarios on the Functional effectiveness of enterprise "A" are estimated (Table
1).

Table 1. Scenarios on the Functional effectiveness of enterprise A"’

SOA OC ROP SOD CcC CS MOA MOD FE

" 0.11 27 0.13 0.12 11 1.05 -0.99 -1.72 1.50
Really position

0.32 27 0.13 0.12 11 1.05 -0.99 -1.72 1.50

Scenario 1

0.32 17 0.13 0.12 11 1.05 0.12 -1.71 0.41
Scenario 2

0.32 17 0.27 0.12 11 1.05 1.10 -1.71 0.66
Scenario 3

0.32 17 0.27 0.37 11 1.05 1.10 -0.46 0.76
Scenario 4

0.32 17 0.27 0.37 24 1.05 1.10 1.6 1.46
Scenario 5

0.32 17 0.27 0.37 24 1.45 1.10 1.6 1.90
Scenario 6

Whereas: SOA — Structure of the operational assets; OC — Operating cycle (days); ROP — Rate of
operating profit; SOD — Structure of the operating debt; CC — Credit cycle (days); CS — Capital
structure; MOA — Management of the operational assets; MOD — Management of the operating debt;
FE — Functional effectiveness

Conclusions.

The Soft computing model of assessment of the functional effectiveness of the
enterprise offers significant opportunities for the development of the modern economic
management:

e It improves the consistency of the study of the enterprise‘s operating activities that
together with the accounting data presented in the management reports uses
qualitatively set information - for the macroeconomic environment, markets - of
raw materials and product, the trading practice, etc.;

o It enhances the complexity of knowledge for the effectiveness of the enterprise -
on the basis of expertly formulated rules, several measurements of the operational
resources and operating debts, as well as the indicator for the capital structure, are
encompassed in a single, summary evaluation.

e It expands the possibility for the analysis of the factor influences on the
effectiveness of the enterprise.

e It creates conditions for the approximation between the accounting estimates,
which show different aspects of the operational investment and financing, as well
as the individual approach for the short-term management of the business.
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o It offers opportunity for the use of the evaluation of functional effectiveness for
macroeconomic purposes - for industrial, sectorial and other comparisons, for
study of the effects, which certain economic decisions would have on the
effectiveness of enterprises, etc.

The built soft computing model is modularly extensible. It allows change of the
investigated characteristics of the investment and financing, on the basis of which a
perception for the effectiveness of the enterprise is formed; and there is a possibility to set
the new logical links between the indicators of assets, debt and equity and the assessment of
the operating activity. The design and implementation of the proposed model are subject to
further development and improvement.
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Abstract. E-government benchmarking becomes interest topic in the last fifteen
years. Researchers and practitioners have established a number of indicators integrated
in indexes used in the process of e-government benchmarking for comparative and
estimation of e-government development. Many of the indicators have been introduces
with a narrow focus, poorly designed, by using simple statistical operations in the
process of creating complex, no so easy for understanding indexes. Observation of
government (public administration) as a network of public bodies and institutions that
works in direction of public service realization opens possibility of using new tools in
the process of indicators creating. Social network analysis as a tool that examines the
structure of relationships between social entities seems as appropriate for measuring e-
government maturity by using public administration bodies (as a nodes) and
information flow in the back office during the process of service delivery (as relation).
Some of the network properties measured by social network analysis can be used as
appropriate quantitative indicator for measuring e-government development. The
findings of our research realized on real case studies in Republic of Macedonia
confirms those assumptions and open opportunities for using social network analysis in
the process of real-time evaluation and benchmarking of e-government maturity.

Keywords. e-government, e-government benchmarking, indicators, social network
analysis.

1. Introduction

The ‘guiding star’ of governments in the process of introducing and implementation
of e-government is more effective public administration tailored to the citizen needs. E-
government as a concept can be defined as reform based on introducing information and
communication technology (ICT) in public administration. ICT as a tool opens significant
possibilities for improving quality of: a) external service (provision of public service delivery
to citizens and business) well known as front office part of e-government; and 2) internal
services (provision of service delivery between public administration institutions in the
process of public services realization) well known as back office part of e-government.

The e-government implementation progress success is liable to measurement.
Benchmarking as a method of measurement presents an ongoing process of continuous
(mostly at yearly base) measurements and comparison of e-government development
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process. Starting from 1998 to 2010 has been realized thirteen benchmarking studies [4]. All
indicators and indexes used in the e-government benchmarking process have a focus on
measuring front office: realizations of on-line services or creation and uses of web sites.
Common for (almost) all indicators is that have been introduces with poorly design, by using
simple statistical operations in the process of creating complex, and no so easy for
understanding indexes. This is confirmed by the results of previous studies that point out:
“no robust and well-defined measuring tool [are] available” [7]; Waksberg and Aibar [36]
stress out that “missing network government indicators”. The lack of well-defined network e-
government indicators and indexes emphasize the need of establishing new indicators which
background will not be only statistics methods.

The rest of this paper is organized as follows. Section 2 provides overview of e-
government benchmarking indicators. Section 3 introduces social network analysis. The
practical use of social network analysis is presented in Section 4. The results of using of
social network analysis in the process of measuring back office integrity are presented in
Section 5. Finally, Section 6 discusses and concludes the paper.

2. Situation with indicators in e-government benchmarking

The measuring on-line services and its sophistication; as well as creation and uses of
web sites are dominate focus at the e-government benchmarking studies [1], [14], [35], [37].
In the process of e-government benchmarking are established a number of indicators by the
researchers count more than 300 indicators [33].

The indicator is a pointer. It helps to understand complex realities by quantification of
the phenomena. The indicator usually aggregates raw and/or processed data. The
combination of few aggregated indicators is named indexes. Because of the longitudinal
dimension of the benchmarking process, comparative of the indexes in the process of
benchmarking are used to describe the performance of an institution, government, or whole
country.

Table 1: Examples of e-government benchmarking index and indicators focused on
front office measuring, and its estimation.

Author United Nations WASEDA Economist Intelligence Unit’s
and year of 2008 2011 2010
publishing
Number 3 indicators 7 indicators 6 indicators
of indicators 12 sub-indicators 31 sub-indic 39 sub-indicators
and 1 index 1 index 1 index
indexes
1. Network prepare-
1. Web Presence Index ness - NP 1. Connectivity and technology
Indicator | (WPI) 2. Management infrastructure — CT1 (20%)
S 2. Telecommunication optimization — MO 2. Business environment - BE (15%)
Infrastructure Index 3. Required interface- 3. Social and cultural environment — SCE
(TH) functioning (15%)
3. Human Capital Index | applications - RIFA 4. Legal environment — LE (10%)
(HCI) 4. National portal- NP | 5. Government policy and vision — GPV
5. CIO in government (15%)
- CIOG 6. Consumer and business adoption — CBA
6. e-Government (25%)
promotion — eGP
7. e-Participation - eP
WPI (1. Official web NP - Internet Users CTI = (Broadband penetration (15%)+
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site, 2. Type of available | + Broadband | broadband quality (10%) + broadband
service  delivery, 3. | Subscribers + Mobile | affordability (10%) + mobile-phone
Presence of different | Cellular Subscribers penetration (15%)+ mobile quality (10%) +
Sub- type of services at + PC Users Internet  user penetration  (15%) +
indicators different fields, 4. Use of MO - Optimization | international Internet bandwidth (10%) +
portals, 5. Use e- | Awareness + | Internet security (15%).
government teams) Integrated  Enterprise BE = Overall political environment +
Architecture + | macroeconomic environment + market
TIl (1. PSs/100, 2. | Administrative  and | opportunities+ policy towards private
Internet host/100, 3. % | Budgetary Systems enterprise+ foreign investment policy +
of population online, 4. RIFA - Cyber | foreign trade and exchange regimes + tax
Line/100, Laws + e-Tender | regime+ financing + the labor market. (All
5. systems +  e-Tax | nine criteria are weighted equally.)
Telecommunication) system + e-Payment SCE = Educational level (measured by
system + e-Voting | school life expectancy, gross enrolment in
HCI (1. Human | system +  Social | education and enrolment in tertiary
development index, 2. | Security Service + | education) + Internet literacy + degree of
Info access index and | Civil Registration + | entrepreneurship+ technical skills of
urban % of total | Consular Services + | workforce + degree of innovation
population) Labor Related Service | (measured by the generation of patents and
+ e-Health system trademarks, as well as R&D spending). (All
NP — Navigation + | five criteria are weighted equally.)
Interactivity + LE = Effectiveness of traditional legal
Interface + Technical framework (30%) + laws covering the
CIOG - GCIO | Internet (25%) + level of censorship (10%)
Presence + GCIO | + ease of registering a new business (25%)
Mandate +  CIO | + electronic ID (10%).
Organizations + CIO GPV = Government spend on ICT as a
Development proportion of GDP (5%) + digital
Programs development strategy (25%) + e-
eGP -  Legal | government strategy (20%) + online
Mechanism + | procurement (5%) + availability of online
Enabling Mechanism | public services for citizens (15%) +
+ Support Mechanism | businesses (15%) + e-participation (15%,
+ Assessment | based on the UN e-participation index).
Mechanism CBA = Consumer spending on ICT per
eP - e-Information | head (15%) + level of e-business
and Mechanisms + | development (10%) + use of Internet by
Consultation + | consumers (25%, assessing both the range
Decision-Making of Internet features used by individuals and
their online purchasing activity) + use of
online public services by citizens (25%) +
businesses (25%).
Name of E-GOVERNMENT 2011 WASEDA DIGITAL ECONOMY RANKINGS
Overall | INDEX (EGI) UNIVERSITY 2010 (DER)
index WORLD e-
GOVERNMENT
RANKING
Estimatio | EGI=WPI+(TIIXHCI) Not clear how is | DER=CTI+BE+SCE+LE+GPV+CBA
n of Overall estimation of the | 100=20%+15%+15%+10%+15%+25%
index final index

The benchmarking process usually use overall index composed by several lower-level
indicators and many sub-indicators that are estimated independently. Table 1 present three
overall indexes of three benchmarking studies [14], [33], [35]. At the columns are presented
the studies. At the rows are presented data for the studies as follows: at the first row are
given references to the studies: the name of the study/author of the study and the period in
which the indicators/indexes are used; the second row provides the number of indicators,
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sub-indicators and indexes used in certain study as a base for benchmarking; the next two
rows are related to the content of the indicators and sub-indicators, its names and the
aggregation formula for its calculating (if is given by the authors). Finally, the last two rows
are related to the final index of the study-base for benchmarking: first is given the full name
of the index and than, the last row in the table gives formulas its estimation (if is given and
easy recognized in the text of the study).

Each indicator has own methodology of creation. At the present [1], [14], [30],
indicators used in the process of e-government benchmarking preferred methodological
process which as backbone has web search and mail search - questionnaire (in an electronic
form or mail), and sometimes face-to-face interviews. Document analysis or statistical data
analysis as well as row data obtained from own research are the mostly used methods. Here
all estimations are based on the data analysis tools: applied probability, sampling, estimation,
hypothesis testing, linear regression, analysis of variance, categorical data analysis, and
nonparametric statistics [19].

At the benchmarking studies, quantitative results usually are supported with
comments by the authors of the study, what gives qualitative dimension. As the focus of
benchmarking studies was front office of the e-government the results of this measurements
“provides assets of useful information from a user-perspective, but does not provide any
information how well the back office of e-government is organized” [17].

“The work on back-office measurement so far was limited” note UN [31]. There are
few efforts to measure back office development [4] but all of them remain only at the level of
evaluation. Some efforts for creating indicators which measured the G2G aspect in the
process of e-government benchmarking were made by some authors [1], [30]. Concentrating
on transforming government, back-office changing, connectivity and infrastructure,
connectivity and network preparedness were some of the indicators. The hard and mostly
expensive process of data collection as well as mostly qualitative description of the results,
with out possibility of any comparative over the time, make this efforts unusable on long
term.

3. Social Network Analysis (SNA)

Social network analysis (SNA) examines the structure of relationships between social
entities. It is concerned with understanding the linkages among social entities and the
implications of these linkages [34]. SNA analyze social relations in the network by using “a
set of mathematical methods and distinctive methodology that encompassing specific
techniques for collecting data, statistical analysis and visual representation” [23]. So, SNA
has become a powerful methodological tool alongside statistics with main goal of discovery
and elaborating patterns of social ties/relations among nodes/actors.

The key concept in SNA is the term “network” which present “a set of actors
connected by a set of ties” [10] or speaking with SNA terminology it is a set of nodes
connected with relation or set of relations. As nodes/actors in the social network can be
single entities (people/persons, computers, concepts, URLS) or collective social units (group
of people in a society, departments within a corporation, public service agencies, or
nation/state). “Ties are connected pairs of actors” [8] representing relations established
between nodes. Ties are seen as “pipes or roads along which traffic flows” [9]. The type and
range of ties can be different: collaborations, friendships, web links, citations, trade ties,
exchange of social support, resource flows, information flows, etc. [34].

The visualization of the connections between the actors presents graph. Mathematical
theory of graphs allows formally defining and observing a range of network properties [26].
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Network properties are generally classified in two groups: properties of the whole network
and properties of the individual network nodes. Centrality refers to positions of individual
nodes/actors in the networks, whereas the centralization characterizes the entire network. In
this sense, a central node in the network is the one which is connected through fewer links to
every other node in the same network. On the other hand, when studying the centralization of
a network - a network with one central node is more centralized as compared to a network
with various equalized centrality measures [23].

4. Practical use of SNA

Many studies which focus are inter-organizational networks employ social network
analysis as a methodological tool [25]. The studies have different focus: coordination of soft-
target organizations [29]; analysis of partnership networks for implementing an e-
government project [11], [12], implementing local e-government policy [20]; TV production
projects [28], and video-games sector [32]; film industry [18]; inter-organizational networks
in the domains of wood-products manufacturing industry [16]; development of trauma [3];
analysis of health-care networks induced from the path that the patient makes through
different hospital departments [2]; as well as networks related to the delivery of health
services related to chronic mental diseases [15], [21], [22], [24].

E-government and public administration is not often in the focus of the studies that
use SNA [25], with exceptions of few studies [11], [12], [21], [29]. Morrissey [21] use
approach which combines perspectives from inter-organizational theory and the techniques
of social network analysis. Its work mainly has been focused on how procedures can be used
to assess coordination polices in the process of service delivery protocol creation.

Starting of the idea presented by Alter and Hage [2] on analysis of health-care
networks, become idea for use SNA in process of back office measurement [5]. In fact,
similarly as the path that the patient makes through different hospital departments, which
compares the properties of these networks to the efficiency thereof, the idea is to follow the
path of citizen or business do during the process of service delivery while the citizen or
business provide necessary documentation for that public service realization. The idea is
instead analysis of health-care networks, to analyze service delivery protocols; and instead
measuring path of the patient to analyze document-flow between institutions in the process
of service delivery.

This approach is base to start to think about applying social network analysis methods
to inter-organizational networks in public administration where the actors are public
administration bodies and institutions while the ties present information flow during the
process of service delivery.

5. The results of using of social network analysis in the process
of measuring back office integrity

In the process of search indicator(s) that can be used in the process of e-government
benchmarking and which focus will be back office, Bogdanoska Jovanovska [4] starts with
analyzing the inter-organizational networks in public administration established through
delivery of public services. Those network they named as “document-flow networks” based
on the tie that connect actors in the network. Those networks include actors of three different
types: citizen, public administration institutions and other institutions (businesses and others)
that the citizen need to obtain all the documents related to the service of interest.
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Because of the longitudinal dimension of benchmarking process as well as to be in
position to compare the results, it was necessary of few separate consecutive measurements.
For that reason it was necessary to have different networks for the same service delivery. The
first network was created base on actual service delivery protocol for separate public service
in each public administration area. The second (for comparative purpose created) network for
each under-researched service was created: based on simple simulation of back office
integration (2010) and law reforms in service delivery procedures (2012). All together five
public administration areas in Republic of Macedonia were topic of the research: urbanism
(2010), taxation, state and social pensions, civil registry and business registration (2012) with
analyze of more than 40 complex public services that belongs in those public administration
areas.

The expectations are: the integration of the public administration institutions back
office will cause changes in network properties in direction of increasing of centrality of
entire network as well as increasing of centrality of public administration institutions as a
node, while the centrality of the citizen as a node will decrease. In situation to receive those
results, we can conclude that SNA can be useful tool for measuring e-government maturity.

6. Conclusion

The starting point for the idea of using social network analysis as a method for
research e-government development by back office perspective first of all was awareness
that states institutions and bodies are part of public administration as a network and second,
knowledge that the difference between “functional-oriented” government and ‘citizen-
oriented” government lie in back office integration.

Traditional way of public administration is organized following the function-oriented
‘silo effect’ scheme where the citizen has to go from one organization to another in order to
establish a proper document-flow between public administration institutions that lead to
service realization. This point out at low level of (e)government development i.e. low level
of back office integration what is related to frequent activities of the citizen in the process of
realization of the complex service. In contrast, mature public administration and e-
government services, supported with appropriate integrated back-office systems, have focus
on public service delivery from the perspective of the citizen, so called citizen-centric e-
government, where citizen usually gets all the needed services in a ‘one-stop-shop’ front-
office. Thus, the PA institutions take active role in the document-flow network and ease the
burden of citizen in the processes of service delivery and realization [4].

The results in both attempts [4] confirm the expectations:

a) Centrality measure at level of individual node:

- Centrality of the “citizen” node decreased (as was expected). This is due to the
fact that in mature service-deliver environments, the citizen has a peripheral role
in the process of service delivery and most of the document flow is independent
from the citizen intervention. In contrary, underdeveloped service delivery
environment is characterized with high centrality of the citizen node in the
document-flow network (2010).

- Centrality for the nodes corresponding to PA institutions shows that back-office
development move PA institutions from the periphery of the document-flow
network towards the center. The possible explanation is that in mature service-
delivery environment with strong back-office support many PA institutions play a

304



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

role of a proxy or intermediate that delivers a small part of the service, or only
establish a connection between other institutions.
b) Centralization at the level of whole network:
- Centralization of the whole network decreases. This decreasing is mostly due to
the reduced centrality of the citizen node, so there is more than one central node.
This network properties measured by social network analysis can be used as
appropriate quantitative indicator for measuring e-government development.
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Abstract. The era in which we live is called information age, i.e. the era of data.
The evolution of data mining began with the storage of data in a computer. Data mining
is analyzing of large data sets in order to find unexpected relationships and summaries
of data on new, previously unknown, comprehensible and useful ways. One of the most
common tasks of data mining is a descriptive modeling, which describes data and
processes that they generate. One of the most used descriptive methods is a clustering.
The clustering aims to detect natural groups (clusters) into the data. The purpose of this
paper is the identification of clusters, their presentation and visualization. The clusters
are identified through partitioning, as the basic version of clustering, which divides the
instances of several mutually exclusive clusters, with using of the Euclidian distance.
Determination of the exact number of clusters is important because the correct number
of clusters is not only an input parameter, but it controls the granularity in cluster
analysis too.

Key words: Data Mining, Descriptive Modeling, Clustering, Clusters

1. Introduction

Living in the information age, we come across with data that are stored on a
computer, with a belief that information leads to success. In this way, the amount of data
increases every year more and more, but there is less and less useful information. Manual
analysis of data in order to extract useful information, is an impossible mission. An option is
the use of computer programs that enable the analysis process.

Data mining is analyzing of large sets of data in order finding unexpected
relationships and summaries of data on new, previously unknown, comprehensible and
useful ways [1].

The evolution of data mining began with storing data in a computer. The
evolutionary process of data mining ranges from retrospective access to data to prospective
and proactive delivery. Data sets reach sizes of gigabytes and terabytes that result in
obtaining interesting, understandable and reliable patterns and summaries.

One of the most common tasks of data mining is a descriptive modeling, which
describes data and processes that they generate [2]. The descriptive models discover patterns
or trends in data, which should be as transparent as possible, which implies that the results
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from the models should be appropriate to the intuitive explanation and interpretation. The
best known descriptive methods are: clustering and association rules.

2. Clustering

Clustering or cluster analysis is an automatic classification of the instances into
groups, so that the instances within a group are as similar as possible, while the instances
from different groups are as different as possible [3]. The formed groups are called clusters.
The cluster analysis can be specified as an optimization problem, where the inter-cluster
similarity and intra-cluster diversity should be optimized. Due to the difficulty of its
realization, the clustering methods try to find an optimal solution [4].

In the process of clustering the input is a data set and a measure of similarity between
two instances, and the outputs are the clusters. The clusters can be described by using
predictive models such as the rules and trees, which is essential for a deeper analysis of the
characteristics of the data [5]. Clustering serves as a preparatory step for the other methods
such as the characterization and classification that are performed on the detected clusters.

The requirements for clustering are:

- Scalability: The algorithms should be able to form clusters of small and large data
sets.

- Ability to deal with different types of data: Although the most appropriate type is
continuous data, the algorithms need to deal with the other types of data, such as a binary,
nominal and ordinal data, and their combinations. Also, shouldn't be left out the complex data
types, such as the graphs, sequences and images.

- Discovering clusters with an arbitrary shape: Many algorithms use the Euclidean
or Manhattan distance for determination of clusters with a spherical shape, which have
similar size and density. Because the cluster should have an arbitrary form, this imposes the
use of algorithms that form clusters with arbitrary shape.

- Domain knowledge for determining the input parameters: The input parameters
are difficult to determine when the data set consists of many attributes and when users don't
understand the data. Therefore, domain knowledge is necessary for setting the input
parameters, such as the desired number of clusters and the similarity measure.

- Ability to deal with incorrect data: This situation occurs if the cleaning of data is
omitted and results in generated clusters with undesirable quality. This situation is overcome
by the robustness of the algorithms.

- Incremental clustering: It allows incorporation of incremental updates
(presentation of new data) into existing clusters at any time.

- Capability for clustering data with many attributes (dimensions): Finding
clusters from data with many dimensions is a challenging task.

- Interpretability: Clustering should produce understandable and useful results. It is
important to assess how the objectives, which should be achieved, influence on selection of
the input parameters and methods of clustering [6].

The different types of clustering differ each other in terms of the level of partitioning,
whether the clusters are mutually exclusive and in terms of the measures of similarity that
they use. According to the level of partitioning, all obtained clusters can be on the same
conceptual level, without any hierarchy between them or can be hierarchically subordinate. In
some situations, the instances belong to only one cluster, which means that the clusters are
mutually exclusive, but in some situations, the instances belong to more clusters, which leads
to the destruction of the rule of mutual exclusion. The similarity measures are different, so
some of the algorithms use distance as a measure of similarity, while some use the density.
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3. Application of the Clustering on Real Data

The data set, which is a subject to clusters identification, is composed of components
of a hard cheese produced in a traditional manner by two manufacturers (M1 and M2),
components of a hard cheese produced on an industrial way by a manufacturer (IM), and a
phase in which the hard cheese is, which have a role of attributes. The values of the
components are obtained by laboratory tests. From each manufacturer are taken 10 samples
that are examined after completion of the various phases (coagulum, salting and ripening),
and after 20 days and 45 days after hard cheese is placed in brine. In Table 1 are given the
names of the attributes and their type [7].

Table 1. Names and types of attributes

Names of attribute Types of attribute

ash continuous

fats continuous

salt continuous

moisture continuous

dry_substance continuous

total_nitrogen continuous

total_proteins continuous

coefficient_of maturity continuous

pH continuous

SH continuous

phase discrete {coagulum, after_ripening, after_salting, 20_day,
45 day}

manufacturer discrete {M1, M2, IM}

The clustering is performed by the implementation of partitioning, i.e. by using the
SimpleKMean algorithm and the Euclidean distance.

Partitioning is the simplest, basic version of clustering that shares the instances of
mutually exclusive clusters. The number of clusters that the algorithm will generate is
specified by the user and is a starting point. Execution of the algorithm multiple times results
in selection of number of clusters as the most appropriate solution. Besides the number of
clusters, should be stated and the initial states of the clusters.

The goal of this type of clustering is minimizing variability within the clusters and
maximizing variability between the clusters. If data are presented in Euclid space, the
members of each cluster belong, or are instances of the entire set. The intersection of the
clusters is an empty set.

The best-known partitioning algorithm is the &-means algorithm, which is a centroid
based. The centroid is defined as a mean value of the points that form the cluster. Initially,
randomly are select & instances of data set, which represents the centers of the clusters. The
other instances are accompanied to the most similar clusters, based on the smallest Euclidian
distance between each instance and the center of the cluster. The algorithm improves the
variation within the cluster by calculating the new center for each cluster based on the
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assigned instances of the previous iteration. Iterations end when the clusters formed in the
last iteration is equivalent to the clusters formed in the previous iteration.

Due to the use of the mean value of the clusters, the algorithm restricts the
implementation of discrete attributes. The modifications aim to form clusters of discrete data.
The original and modified version differs in terms of the similarity measure and from the
method of calculating the center of the cluster. One such modified version is %-modes, where
the means are replaced with the modes. If a data set consists of continuous and discrete
attributes, the clusters are formed with an integrated use of the %-means and %-modes
algorithms.

In the most clustering algorithms, the similarity between instances is represented by
calculating the distance between each pair of instances. There are a number of methods for
calculating the distance, but none of them is the best for general use. Some of them calculate
the distance between instances whose attributes have equal importance (Manhattan distance
and Chebyshev distance), while some take into account the importance of attributes,
represented by their weights (Minkovski distance and measure for distance with mixing the
weights). The equation for calculating the Euclidian distance adjusts for both cases.

The distance between the two instances is marked with dist (4. B, and the instances
are vectors A = (&:. 8., .8y and B = (b, b, By

The Euclidian distance uses the Pythagorean Theorem. The length of the segment that
connects the point A (z.. &, that is an instance of the training set, with the point 5.5,
that is an instance of classification is calculated by the equation:

distlA.B) = /(e — b + (a; — b )7 (1)

The Euclidian distance between points A(&s. &7,y and (b b5z By in n-
dimensional space is:

distlA. Bl = /lg; = b P + (e, — 805 + oo+ {0, — 5,05 2)

Due to the measurement of various attributes in terms of different scales, the direct
implementation of the Euclidian distance introduces the effect of the drastic difference
between the attributes [8]. Also, if there are big attribute values, the distance calculation is
more complicated in contrast from attribute with smaller values. For these reasons, is applied
normalization of the values of the attributes in order to belong to the interval [0.1]. The
normalized value is calculated according to this equation:

@)

where v; is the value of the attribute i, max,, and min,;, are the maximum and minimum
value of the attribute i. The weights of the attributes are introduced for highlighting the
priority of certain attributes over others. Using of weights when measuring the distance is
achieved through the transformation of the Euclidian distance equation, which is:

distld, B} = wi(a; — b )® +wala; —b)° + - +wple, — by )" 4)

where wy. w; ... w,, are appropriate weight. The values of the weights are scaled for their
sum to be equal to one [9].

The nature of the data set requires to be used a combination of k-means and &-modes.

The algorithm is adjusted for getting five clusters that are shown in Figure 1. The descriptive

model displays the centroid of all data and the centroids of formed clusters. The model
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shows the number of instances that belong to each cluster. To the first cluster belongs 19% of
the data, 20% in the second and the third, 15% in the fourth and 27% to the fifth cluster.
From received clusters can be observed that different values of the attribute phase are
contained in the centroids of five clusters. The same refers to the attribute manufacturer,
with a difference that there is redundancy due to the existence of three different values of the
attribute and five clusters.

number of instances per cluster

Cluster#

Lttribute Full Data 0 1 z 3 4

(150 [28) (30) (30] (22) (FUJ
ash 5.9897 G.9E25 2.7973 Z.4743 §.905 T.3PE5
fats 24.403 25.6F43 23.862 20.752 26,9495 25.2F98
salt Z.775 5.1036 0.1217 0.1133 5.1495 3.8p68
moisture 43, 47 39. 1§66 46.91 50,258 38,6959 4l.3617
dry_substance 56. 536 60. 9036 53,0653 49,7793 G1.1459 56.6E33
total nitrogen 3.962 4. 0§36 3.9013 3.327 4,1323 4.E96
total proteins 25.611 26.0F54 26,1753 Z1.233 Z6.5109 27.6628
coefficient of maturity 17.9396 20,9896 15.3317 16.4153 24, 5068 15.5E63
pH 5.618 5,875 5.565 6.376 5.z2941 5.4405
SH 51.236 65, 0§65 47.755 15.4157 G6. 0405 60,6645
phase coaguliug 45_flay after ripening coaqulun 20_day after salting
narmfacturer I Mz s | n IH 1

centroid of all data centroids of obtained clusters

Figure 1. Descriptive model

Figure 2 shows a visual representation of the obtained clusters. The x-axis present the
different phases, while to the v-axis is assigned the coefficient of maturity. Attributes in
terms of the axes can be altered, so the obtained different clusters depend from selected
attributes.
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Figure 2. Visual display of the obtained clusters
Determination of which cluster will belong the new instance is done by calculating
the Euclidian distance from the new instance to the centroids of clusters. The instance is
assigned to the cluster whose distance between the instance and the cluster is minimal.

4. Determination of Appropriate Number of Clusters

Determining the exact number of clusters is important because the exact number of
clusters is not only an input parameter, but it controls the granularity of cluster analysis. It
means finding a balance between accuracy and compressibility. If the entire data set
represents a cluster, then the compression of data is maximized, but the clustering has no
value. On the other hand, if each instance represents a cluster, then the accuracy increases,
but prevents the summarization of data.

Determination of the number of clusters is not an easy task because the appropriate
number of clusters is mostly random. It usually depends upon the distribution of data and
their form. There are several ways to calculate the appropriate number of clusters.

The first way, which is the simplest, is the number of clusters to be equal to ./ (n/2},
where n is a number of instances. The expected number of instances for each cluster is
approximately + 2=,

The second way means that with increasing the number of clusters is reduced the sum
of intra-cluster variation. The existence of multiple clusters contributes to the discovery of
groups whose instances are more similar to each other. However, the reduction of the sum of
intra-cluster variation can lead to a large number of formed clusters. So as heuristics, the sum
of intra-cluster variation and the number of clusters are represented in two-dimensional space
in the form of a curve, where the number of clusters of transition point is chosen as the
appropriate number of clusters.
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Performing the same approach for clustering multiple times for different values of &
(number of clusters) is the latest way for determining of the appropriate number of clusters.
The obtained clusters are evaluated by the user who has a domain knowledge or has
information for an ideal clustering. From all performances, the number of clusters that best

divides data is selected as an appropriate number of clusters.

5. Conclusion

The data set for hard cheese is a suitable example of a practical illustration of
clustering as a method of descriptive modeling. The clustering is performed with
implementation of partitioning, i.e. by using the SimpleKMean algorithm and the Euclidian
distance.

According to the level of partitioning, all obtained clusters are on the same conceptual
level. Determination of which cluster will belong the new instance is done by calculating the
Euclidian distance from the new instance to the centroids of the clusters. The instance is
assigned to the cluster whose distance between the instance and the cluster is minimal.
Determination of the appropriate number of clusters is a balance between the compressibility
and the accuracy of the resulting model.
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Absract. The system for intelligent tagging and search uses an extended taxonomic
structure as a basis for all the processes concerning tagging and search. The developed
system has two very specific features — automated tagging of the unstructured data and
intelligent tagged search. The focus of the current report is on the logic and the actual
implementation behind these main processes. Each step important for the proper
working of the system is illustrated in the terms of a small example which includes a
part of a taxonomy and some text files with appropriate for the sample taxomy’s
content.

Keywords. Tagging, search, GATE, unstructured data, annotations

1. Introduction

One of the popular and well-known approaches for working with unstructured data is
categorization and the developed solutions concerning this problem tend to match the
available structured data with the categories created for the unstructured and in this way
creating some order out of the mess. It’s a process of identifying named and recognizable
elements, such as names, places, etc.

The methodology implemented in the presented system for intelligent tagging and
search is based on five methods for intelligent tagging and search using taxonomies and
folksonomies. It can be classified as one of the approaches mentioned above but it should be
mentioned that the unstructured data is categorized automatically based on a list of terms
taken out of a taxonomy and the matching afterwards is done according to rules taken out of
the taxonomy structure, the relations defined in it.

This report presents one implementation of the methodology with illustrations of the
results after each step using a sample taxonomy and text files that need to be searched.

2. Decisions for tagging and indexing

Methods for tagging and indexing used in this system’s have been presented in
previous reports [1], [2] . So here | will include only a reminder of the whole picture in order
to illustrate part of it with a working example, explain the mechanism behind the system and
draw some ideas for further development.

One of the main problems that the system’s development confronted was the wide
variety of file formats in which unstructured data exists, each having its own structure and
representation specifics. The differences between the file formats influence the way systems
access and process their content. As the system for intelligent tagging and search needs to
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treat the different unstructured-data sources equally, the solution is to develop mechanism for
format recognition and separate interfaces for each of these formats. Text engineering is the
issues’s study area, and a number of software tools and development environments are
available to help. Among the popular software dealing with the problem GATE is known to
be the most appropriate for the needs of the system [8] [9].

GATE has been designed and developed for annotating documents, and all the
functionality it offers is related to that. It works with language and processing resources. The
presented system uses a corpus of documents, where all files with unstructured data are
added, and an annotating component called ANNIE Gazetteer. ANNIE GAZETTEER is
responsible for getting a list of terms, extracted in advance from a certain
taxonomy/folksonomy, and annotating every occurrence of them in the content of the
corpora documents. As a result, the process creates an XML file for each document that has
all the content of the original source extended with tags placed around each occurrence of
each term. The process returns also a list of all added annotations which is daved in the
system’s database and is used for creating indexes and pointing which term in which file can

be found.

List of terms from taxononmy

~$- =

Document corpus XML- ta,gged
document content

L\st of annotations

Figure 17

The idexes picked out of the annotations have a structure holding data for a
connection between a term from a taxonomy/folksonomy and its occurrences in the content
being searched. To identify the term with its specific use in a certain taxonomy it has the
term’s id and the taxonomy/folksonomy id. The document id and the annotation position
constitute the second group of fields. The indexing as a process is entirely automated and
starts right after the end of tagging.

The system is designed to provide a wide range of search options. Starting from the
mechanisms closest to the database of terms, the first process is analyzing the user’s query.
The main purpose at this point is to recognize the terms saved in the system in the entered
query. As a result all indexes containing the entered word/s or similar to it are visualized, so
that the user can choose which one to proceed with. From the system’s point of view this
gives information about the taxonomy and the exact term use.

3. Taxonomy and text documents

The taxonomy that will be used is a small structure containing six terms, one on the
top level and five equally related to it on the second level of the hierarchy. The parent term is
stock and its child terms are markets, risk and capital, insurance and shares (Figure 18). With
a taxonomy like this we can tag instructured data containing information in the finance area.
This means that if we find in a text document anything related to three of these five terms the
text is about ,,stock* in the aspect of finance.
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[ Stock ]
markets }_
_[ Risk and capital J
_[ Insurance ]
_[ Risk and retums ]
e

Figure 18

For testing purposes there are two files added to the system’s repository. In order to
demonstrate the system’s ability to work with different file formats, they are chosen to be txt,
and pdf. As the parent term in the taxonomy is “stock”, this will be the term, for which one
the files will be delivered as a result of eventual search using the system. Therefore, in terms
of contents there is one file related to finances and one file containing the word stock with
different meaning.

The first document is titled Stock market and is in txt format. It contains four of the
terms used in the taxonomy branch of the term ,,stock (Figure 19).

Stock market

A stock market or equity market iz the aggregation of buyers and sellers (2 loose network of
economic tramsactions, not a physical facility or discrete entity) of stocks (3hares); these are
securities listed on @ stock exchange as well as those only traded privately. ...

Market participants mclude mdividual retsil mvestors, mstiotional mvestors such as mutial
finds, banks, insurance companies and hedge funds, and alzo publicly traded corporations trading
i their own shares_ ...

Figure 19

And the second document which is in pdf format is titled Product settings. One usages
of the only term among the mentioned in the taxonomies, stock, is highlighted in Figure 20
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JIOCK

Stock Status Manually merement (by entermg a positive quantity) of decrement (by
entering a2 negative quantity) the stock quantity of 2 product. The guantity
vou enter (which can also be zere), will be automatically updated as this
product is shipped or retumed.. ..

Do Not Allow Back  For products that can be back-crdered, stock status can reach negative

Orders values if the product iz ordered after its stock value has reached zero...

Link Stock Status  Enter another product’s code to have thiz product’s [l status shered with

with ProductCode  that product to lmk product stock from one product to another. This is often
used to offer a free accessory with purchase of one product so that the
stock of one product never exceeds the stock of the free acoessory.

Figure 20

There are two groups of actions according to the implemented in the system
methodology that have to be performed before an actual search [4]:

e tagging the sources;
¢ indexing the tags.

These two methods are fully automated and require no user interaction. The
automated execution is based on the logic lying in the taxonomy.
4. Tagging and annotations

The tagging process includes as a first step preparing a list of all the terms
participating in the taxonomy. In this sample the system will create the following list:

7| # 5 - Notepad
p

|Fi|e Edit Fermat View

fFisk and capital
market

stock

insurance

risk and returns
shares

Figure 21

Once the list is full, the system process using GATE Embedded based application
accesses the files added in the repository and starts the tagging process. Tagging as it is in
the system provides two groups of results — new xml files with tagged sources’ content and
data for the added annotations for the database.

There is a small java application developed for this functionality. It uses GATE
Embedded to create a corpus of Documents and a Gazetteer resource which is using the lists
of terms as an Annotation set. During the execution of the application, the system creates
xml documents for each of the repository files, containing the document’s text and
annotations corresponding to the terms from the lists.
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The files created after performing tagging with the sample taxonomy over the two
files we have added are shown in Figure 22 and Figure 23. Each appearance of any item
from the list is surrounded with a Lookup tag which indicates that the element is part of the
terms list and a number of the annotation.

Stock market.betxml™
=|<paragraph xmlns:gate="http://www.gate.ac.uk” gate:gateld="0" gate:annotMaxId="9">Stock
<Lookup gate:gateId="1" majorType="terms">market</Lookup>
A <Lookup gate:gateId="2" majorType="terms">stock</Lookup>
<Lookup gate:gateld="3" majorType="terms">market</Lockup> or equity
<Lookup gate:gateId="4" majorType="terms">market</Lookup>
is the aggregation of buyers and sellers (a loose network of economic
-I transactions, not a physical facility or discrete entity) of stocks (<Lockup gate:gateId="s5"
majorType="terms">shares</Lockup>); these are securities listed on a
<Lockup gate:gateld="6" majorType="terms">»stock</Lockup> exchange as well as those
only traded privately...
Market participants include individual retail investors, instituticnal
investors such as mutual funds, banks, <Lockup gate:gateld="7" majorType="terms">insurance</Lockup>
companies and hedge funds, and also publicly traded corporations trading in their own
<Lookup gate:gateld="8" majorType="terms">shares</Lookup>..
</paragraphs|

Figure 22

Product settings.pdfxml*
=l<html xmlns:gate="http://www.gate.ac.uk™ gate:gateld="0" gate:annotMaxId="38"r<head gate:gateld="1">
=] <meta gate:gateld="2" content="1" name="xmpTPg:NPages"><meta gate:gateld="3" content="2014-81-19T16
—l<p gate:gateld="15">Stock
-1</pr<p gate:gateld="16">Stock Status Manually increment (by entering a positive quantity) or decremen
entering a negative quantity) the <Lookup gate:gateId="23" majorType="terms">stock</Lockup> quantity
you enter (which can alsc be zero), will be automatically updated as this
product is shipped or returned....
-</p><p gate:gateld="17">Do Not Allow Back
Orders
-1</p»<p gate:gateld="18">For products that can be back-ordered,
<Lockup gate:gateld="24" majorType="terms">stock</Lookup> status can reach negative
values if the product is ordered after its <Lockup gate:gateld="25" majorType="terms">stock</Lockup>
value has reached zero...
-1</pr<p gate:gateld="19">Link Stock Status
with ProductCode
-1</p><p gate:gateld="28":Enter another productfapos;s code to have this productdapos;s
<Lockup gate:gateld="26" majorType="terms">»stock</Lookup> status shared with
that product to link product <Lockup gate:gateId="27" majorType="terms">»stock</Lookup>
from one product to another. This is often
used to offer a free accessory with purchase of one product so that the
<Lockup gate:gateld="28" majorType="terms"»stock</Lockup> of one product never exceeds
the <Lockup gate:gateId="29" majorType="terms">stock</Lockup> of the free accessory.
—l</p»<p gate:gateld="21">
</pr<p gate:gateld="22"> </p></p»</div></body>
</html>

Figure 23

Important data for the annotations added to the files is saved in the database. The
database table holding that information has three meaningful columns — Annotation,
DocumentUrl and StartNode. They contain all necessary marks to recognise each usage of a
term in the unstructured data. The annotations added after tagging the sample documents are
shown in Figure 24. What is important to notice there is that the system has found four
different terms in Stock market.txt and only one in Product settings.pdf.
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IDA.. Annotati.. DocumentUrl StartNode
2001 market files/ e/ Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/5Stock market.bet 1
2002 stock files/ e/ Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/5tock market.bet 2
2003 market files/ e/ Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/5tock market.bet 3
2004 market files/ e/ Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/5tock market.bet 4
2005  shares files/ e/ Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/5tock market.bet 5
2006 stock files/ e/ Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/5tock market.bet 6
2007 insurance  file:y/C:/Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/Stock market.bet 7
2008 shares files/ e/ Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/5tock market.bet 8
2009 stock files/C:/Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/Product settings.pdf 23
2010 stock files/C:/Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/Product settings.pdf 25
2011 stock file:/C:/Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/Product settings.pdf 24
2012 stock file:/C:/Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/Product settings.pdf 27
2013 stock file:/C:/Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/Product settings.pdf 26
2014 stock file:/C:/Users/Mimi/Documents/Visual Studio 2010/Projects/ETFCE/ETFCE/Files/Product settings.pdf 29
2015 stock file:/C:/Users/Mimi/Documents/Visual Studic 2010/Projects/ETFCE/ETFCE/Files/Product settings.pdf 28

Figure 24

Another important aspect of the information in the table is that there are the URL
addresses of the two files added to the system’s repository with some terms found there. This
illustrates two main points:
all the files are accessible from the system despite of their different format,
and all the files contain some of the terms participating in the taxonomies.

Having annotations for each appearance of the terms from the taxonomy is the
necessary basis for creating indexes.

5. Indexes

The indexing process consists of matching the added annotations back with the
taxonomy elements and creating pointing indexes, connection between the annotations in
text with the elements in the classification. As mentioned above for testing purposes there is
a set rule that a term is considered relevant only if there are at least three of its connected
terms in the same text. Then, an index in the system is added only for those terms.

Programatically this process can be implemented using several iterations, counting the
number of child elements appearing in the list of annotations for each of the terms that have a
parent role in the taxonomy. The only parent element in the sample is the term stock with
IDTerm=3103. Looking at the results in Figure 25 we see four indexes, all pointing to term
3103 and Document 19- Stock markets.txt. The reason to have indexes only for this
document and this term is the number of annotations of the term’s child items in the
document. For Stock markets.txt there are eight annotations among which annotations for 3
of the child items, while for Product settings.pdf there are annotation only for the parent
term.

319



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

IndexID IDTerm IDConstruction  Start End DocumentID
5052 3103 663 1 MNodelmpl: id=3... 19
9053 3103 663 2 MNodelmpl: id=5... 19
9054 3103 663 2 MNodelmpl: id=5... 19
9055 3103 663 6 MNodelmpl: id=1... 19
Figure 25

With tagging and indexing performed all the preparation is finished. All the added
sources are annotated and all meaningful uses of the terms are indexed in the system.

6. Conclusion

This report covers a solution for intelligent tagging and indexing of unstructured data
using a text engineering platform and the logical relations between terms in a taxonomic
structure. It gives a slight idea how some ordered set of terms can be used to recognise
realted appearances, but what is more important it shows the potential of an approach for
further development. The more relations between terms we add and the more diverse
meanings we imply in these relations, the richer the system’s ability to interpret a text
becomes.
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Abstract. The article considers the importance of tourism branding of the country,
proved the relationship between the country's tourist brand as an element of the customer
relationship management, companies and travel services, analyzed the level of brand
development of the world as a tourist destination. Also in this manuscript are shown
different statistical data for the tourist sphere for various countries as for the whole world,
so and for Europe. Authors was developed the foundation of tourist brand in the form of
a scheme of the relationship of different elements.

Keywords. Branding, country brand, tourist destination, tourist arrivals, Country
Brand Index.

1. Introduction

Country brand strength is a nation’s ultimate intangible asset and goes beyond its
geographic size, financial performance or levels of awareness. Managed properly across every
measure, it can be a lasting vehicle for goodwill, encouraging forgiveness in difficult times
and disproportionately boosting the value of exports, from people to products to entire
corporations. Therefore, a comprehensive study of country branding is important.

2. Literature Review

Many of scientists have studied the problem of the regions branding and rebranding such as
Briggs S. (Briggs, 2001), Aaker David A. (Aaker, 1994), Durovich A. (Durovich, 2008), Kapferer
Jean-Noel (Kapferer, 1994), Neumeier Marty (Neumeier, 2005), Lane Kevin Keller (Lane, 2007),
Baker Bill (Baker, 2007), Kolb Bonita M. (Kolb, 2006), Pike Steven (Pike, 2008) and other.

Purpose of the article is to research for the influence of branding on the attractiveness
of the destination. Arguably, a strong country brand is a driver of brand strength in other
contexts — when a product, service or corporation is identified with a strong country brand, it
has a better chance of premium pricing, longevity and preference in emerging markets. A weak
country brand, like a weak product brand, leads to poor differentiation, ambiguous meaning
and low recall in the minds of people who travel, invest and do business outside their borders.
All of this affects a nation’s ability to stand out regionally and globally and to realize future
ambitions beyond its natural resources (UNWTO).
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3. Statistical Data

However, some destinations do not have a brand strategy, and are supported by
inconsistent advertising campaigns, creating a confused image to prospective customers. A
strong brand is differentiated from others, has several strong advantages when compared to
others, and has an attractive appeal to consumers. Moreover, there is a connection between the
country tourist brands, region brand, brand of tourist companies and tourist services.
Foundation of tourist brand is shown in Figure 1.

Brand of tourist
sarvices

| Brand of tourist enterpr ses |

| Touriet region brand |
./l Country tourist brand |\‘
R

Fommning a positive i mage |

i+ F 3

Awareness among potential
customers i

P 4 b 4

Culture and people | Mature | F acilities | Sight Business

Tourist resource

Fig. 1. Foundation of tourist brand (authoring development)
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Fig. 2. International tourist arrivals for regions, in millions (Gadling site, 2012)
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Tourist country brand is based on advertising, PR and promotion, must informal
information obtained through word of mouth and personal recommendations. Tourist
information centers of some country regions often do this (Lola et al., 2011).

Country branding as specific tourist destination is a process of forming a country image
has a significant influence on increasing tourist flows and as a result on increasing tourist
income to economy of the country. In 2012, there were 1 035 million international tourist
arrivals, with a growth of 8,72 % as compared to 2010. South-East Asia (+9 %) were the
fastest-growing regions in terms of tourist arrivals in 2012, followed by Central and Eastern
Europe (8 %) (UNWTO, 2012).

International tourist arrivals for different countries are shown in Figure 2. In this figure
are shown the indicators in percentages from total quantity of tourists for each researched
countries in the world.

The first places on tourist arrivals occupied France, United States, China, Spain, Italy,
Turkey and Germany that indicates the presence of strong tourist brands in those countries.
Brands of countries are associated with a positive image of tourism, which is connected with
a developed infrastructure and strong brand of tourist companies, which depend not only on
the advertising, but also on their general management (Lola et al., 2010). Brands and touristic
images of the different countries are presented in Table 1.

Table 1. Brands and tourist image of countries (according to the site adme.ru)

L Tourist company
Country Brand Tourist image with strong brand
Romance of Paris
£ (about which we .
%S Sk Accor Group is a
:Q” have heard from our h hotel
(ﬂ/ outh), to visit the French hotel group,
9 wa Y ' part of the CAC 40
France {Q N royal palaces (known | . -
%, P : index, which
ey o from literature), see .
. operates in over 91
. . " the Eiffel Tower, countries
See you In France taste exquisite French
cuisine
Marriott
International Inc,
Global Hyatt
cie Country of the Corporation
%;_ E<X democratic, huge Starwood Hotels &
. i skyscrapers, luxury | Resorts Worldwide
United o S -
States gl hotels, unusual Inc, Hilton Hotels
DiscoverAmerica.com museums and Corporation,
] fabulous InterContinental
"The United States welcomes all!" entertainment Hotels, Best
Western Inc, Four
Seasons Hotels &
Resorts, Disney
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Tourists are attracted
by ancient traditions,
. the coexistence of i
"Wonderful China. Journey to the past iali d China Peace
- : socialism an International
and the future. China. Roads which capitalism in societ .

China remember". p Y, | Tourism Co. Ltd.
the great Marco Polo
international International
eXhibitionS, the Travel Service
presence of 41 world
heritage sites by
UNESCO

* Famous bullfighting
Q and flamenco, a lot Barcelo Hotels &
. of museums, art ;
Spain . ! Resorts, Melia
P ‘_S?ﬁ“n. galleries, palaces and Hotels. Iberostar
I other attractions, !
Smile, you're in Spain” wonderful beaches
2 " - Wonderful beaches,
Italy , z 4 a lot of museums, Domina Vacanze
churches, palaces
“Italy leaves its mark" and other attractions
\1 Good service for the | papillon Hotels,
Turkey M best price, excellent World of
qu (? hotel animation, a lot Wonders, D0|ph|n
"Turkey, Open for everyone" of historical sites
U K A lot of castles,
churches, abbeys, . .
United museums, other British Airways,
: I Thomas Cook
Kingdom historic places such Grou
"vou're invited" as Stonehenge; P
ou're invite famous queen family
Ll J/‘r ~AR ﬁz"\g %J.lm Through football,
atomic energy of the
. USSR and the Reikartz Hotel
Ukraine \‘” «orange» winter of | Group
e 2: 2004, Ukraine has
u created a fairly
Ukrame _.,.‘, recognizable image

Ukraine is actively engaged the country branding as a tourist destination before the
carrying of the international championship of Europe "Euro-2012". However, there was
observed incoordination of the brand creation policy, as for example, were shown several
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country logos that does not contribute to their memorability.

In addition, advertising campaigns, the creation of an image should be directed at a
specific segment of the international tourist market. International tourist arrivals for Europe
are shown in Figure 3.
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Fig. 3. International tourist arrivals for Europe (according to the UNWTO)

In this figure are shown the number tourists (in millions) from total quantity of tourists
for each researched countries for Europe. As you can see in Fig. 3 Eastern European countries
have relatively low tourist arrivals and weak brands. Ukraine is ranked second in terms of
tourist arrivals (23 million) in this region of Europe. However, it is ahead of Poland, Hungary,
Czech Republic and Bulgaria.

4. Results of Research

The vast majority of destinations worldwide posted positive figures, sufficient to offset
recent losses or bring them close to this target. The recovery in international tourism is good
news, especially for those developing countries that rely on the sector for much-needed
revenue and jobs. International tourism demand held up well in 2010, despite persistent
economic uncertainty in some major markets, the natural disasters suffered in some countries,
political and social unrest in others, the serious disruption of air travel following a volcanic
eruption in Iceland last April and the problematic weather conditions in parts of Europe and
the USA in December. Tourism has once again proven to be a highly resilient sector.

Nevertheless, it is necessary to work closer and better towards increased integration
and cooperation between all players involved in the tourism value chain to increase
competitiveness and respond more effectively to challenges. 2010 also saw the rise in
importance of mega-events — sport, culture and exhibitions — in terms of their extraordinary
ability to attract visitors and position host countries as attractive tourism destinations. Notable
examples include the Winter Olympics in Canada, the Shanghai Expo in China, the FIFA
World Cup in South Africa, the Commonwealth Games in India, European Football
Championship 2012 in Poland and Ukraine (LHT, 2012). These events lead to the increase in
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the number of foreign visitors as in a certain moment and in the long time. Consider the
example of Ukraine. Dynamics of international tourist arrivals for Ukraine are shown in
Figure 4.

During international events in countries with weak tourist brand, the number of guests
can be less than expected. So according to the dynamics of the foreign tourist arrival in Ukraine
the function of trend line will be the following:

y =-21449x3 + 1E+08x? - 3E+11x + 2E+14,
with a value of the reliability of the approximation R2 = 0,9129.
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Fig. 4. Dynamics of international tourist arrivals for Ukraine (according to LHT)

The dependence can be described power function. By predicted about 26-30 million
tourists can come in Ukraine for the entire 2012 (Zyma et al., 2010). However, championship
results showed that this is unlikely to be possible. For such kind of event, a unique country
brand was created or existing brand was reinforced. It can help to identify country among other
and extract the strengths, advantages and attractiveness for travel.

To have the strongest country brand, it is necessary for country to be democratic,
progressive, relatively politically and economically stable, and doing business in English, also
the value systems and the freedom of communications: a major factor in world perception of
a country and its culture, people, businesses and brands are important. The economic crisis is
also a powerful factor in country brand strength, but mainly for those that avoided it. Countries,
which managed to escape the worst of the banking collapse and maintain relatively strong
economies throughout 2010, are Australia, New Zealand and Canada, which countries brands
were defined as top three brands in the world in accordance with Country Brand Index (CBlI,
2010).

A significant influence on a strong country brand forming has brand of some product
or company, which headquarter is situated there. Despite crisis, economic downturn, political
upheaval and public relations problems, countries with a clear identity, consistent values and
a lasting heritage continue to perform at the highest level. For example, according to Country
Brand Index brand China’s position has actually dropped in the 2010 ranking while
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simultaneously displacing Japan as the world’s second-largest economy, showing that
economic strength alone is not enough to build a strong brand.

Japan, on the other hand, has raised one position in the ranking, amid high-profile national
PR problems such as the Toyota recall, economic slowdown and a weakened yen. Similarly, the
BP crisis — widely feared to impact brand UK — seems not to have significantly damaged
perceptions of the brand. Its continued high performance in heritage and culture as well as
consideration and visitation show that legacy value and a strong identity as a nation can overcome
austerity drives and corporate disasters. Similarly, while France has fallen this year, its biggest
strength remains in Heritage and Culture, and it makes great use of that in exporting some of the
world’s most famous brands — from Chanel to LVMH Group — all of which continually reinforce
its authentic history, culture and style. It is no coincidence, for example, that the emerging super-
rich in China choose French luxury brands over others as emblems of their newly found
economic and social status.

French brands such as Carrefour, Danone, L’Oreal, Evian and Renault also carry great
appeal to the mass market, which reinforces a more populist aspect to French culture and
specialization in retail, cosmetics and dairy products. France also continues to be a very strong
tourist destination for the same reasons, remaining at number one in awareness and
decision/visitation, and jumping to first place in familiarity this year. Undoubtedly, French
music and cinema continue to influence global culture for the Francophone world, and France
24 and Canal+ are major vehicles for French culture (CBI, 2010).

5. Discussion

Like company, product or service brands, country brands create strong and positive
impressions that generate desire and demand. The consistency of impressions and messages
across media and channels keeps them top of mind and promotes them across audiences and
categories of relevance, from business to travel and tourism. The leading country brands
should have a healthy mixture of public and commercial broadcast networks with multiple
stations, some international reach and a relatively free press. They also should have excellent
communications infrastructure with high levels of Internet and mobile phone penetration. In a
world defined by user-generated content, borderless communication through social networks,
and unprecedented access to news, information and rich media, a country brand is now partly
built by aggregated sentiments and content arising from people’s personal experience. The
more open a country, and the better its technological infrastructure, the more likely good
experiences will permeate and impact awareness and preference for its brand.

Every country has specific landmarks, which are their city brand and thanks to means
of communication make it famous for tourist. Some of these countries were included in the list
of the top countries for 2012 by experts from Lonely Planet international journal (Lonely
Planet, 2012) that presented in Table 2. For listed cities, new tourist destinations were
developed or they were disclosed from other side.

It should be noted, that some of the city within one country could also have a distinct
brand. It is associated with an outstanding or a tragic event, an attractive tourist object or
natural and climatic characteristics.

The country's participation in travel ratings, joining the international travel and tourism
association, including the tourism object in the List of World Heritage Sites (there are seven
World Heritage Sites objects in Ukraine), influences the formation of the positive tourism
image.

Country image as complex of emotional and rational conceptions, which based on
specific country identification, own experience and private information, its social, political,
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economic and financial standing, a level and kind of tourism development can form a strong
country perception as tourism destination. Such kind of criteria allowed the defining the top
10 best value destination for 2011 which can cost a little presented in Table 3. At the ninth
place of the best destinations, which are cost a little, is Ukraine. A good budget options it is
possible to find in Lvov and Odessa are available for less than $50. Public transport is fantastic
value, with a train between Kyiv and the Lvov costing less than $10, and a tram ride from the

station into town a hundredth of that. Food and beverage is very cheap (Gadling site, 2010).

Table 2. The most attractive tourist country for 2011-2012 by experts from Lonely Planet

international journal

The best The best
country Description country Description
2011 2012
Not so long ago, when the Balkans were This is the source of the river Nile — that
considered an ‘only for the brave’ travel mythical place explorers sought since
Albania | destination, only the bravest of the brave Uoanda Roman times. It is also where savannah
trickled into Albania. It has good cuisine, 9 meets the vast lakes of East Africa, and
heritage sites, nightlife, affordable where snow-capped mountains bear down
adventures on sprawling jungles.
Famous for samba, football and cinematic In 2010, the National League for
scenery, Brazil has always been known for Democracy revised its boycott to
celebration (Carnaval being the most encourage independent travel (as opposed
obvious manifestation of this national joie to package tours). As a result, Myanmar is
Brazil de vivre). Yet, Brazil rings in 2011 with | Myanmar | set to be a hot new destination for
even more cause for jubilation. There will | (Burma) | independent travelers. Mountains and
be the 2014 FIFA World Cup and the 2016 white-sand  beaches, the kite-shaped
Summer Olympics in Rio de Janeiro, country’s most accessible area is the
centre, which is filled with timeless towns
and countless pagodas.
Soaring mountains terraced in greens, a Ukraine is co-host Euro 2012 and the four
volcano with its head in the clouds, match venues have been selected to
excellent watersports and sizzling, saucy encourage further travel by visiting
Cape festivals — but it was the sun that clinched Ukraine football fans. So Lvov becomes the
Verde the deal. With almost more days of jumping-off  point for  Carpathian
sunshine than there are days in the year exploration, while Kiev become base for
and with soft sandy beaches forays to the Black Sea coast and the grim
tourist attraction that is Chernobyl
For travelers, there is a return to the Petra, the ancient ‘Red Rose city’, Wadi
authentic — local heartland festivals, Rum, Jerash and Madaba are adding
jungle treks and lodgings in sand-floor weight to the country’s tourism boom.
Panama huts in th_e independent Comarca de Kur_1a One of. the most  open, fri_endly and
Yala. With plenty of the country, still Jordan welcoming nations in the Middle East,
pristine, true adventure is only a boat or Jordan is an example to other states in the
bus fare away. In 2011, Panama City gets region of how to modernize while
greener, with the anticipated unveiling of preserving cherished ancient traditions.
the BioMuseo.
Bulgaria has snow-capped peaks and Every year, Denmark tops a ‘quality of
great-value ski fields, golden-sand life’ list and is revealed as the happiest
beaches and ancient port towns in Black best-looking place on earth. All you have
Bulgaria Sea. Now it’s ski slopes are de facto Denmark to do is hop on your bike — literally.
destinations for Europeans looking for Countrywide, you’ll find around 10,000
cheaper alternatives, empty patches of km of bicycle routes. You can see the
lovely Black Sea beaches can still be picturesque countryside or an architectural
found, and its quietly brilliant wine delight
industry is flourishing
Vanuatu Vanuatu includes 83 islands. From mighty Buddhist Bhutan has always coyly
mountains and thunderous waterfalls to Bhutan shielded its charms from the wider world,
remote villages, from huge lagoons to but new areas of this remarkable
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tropical islets, there is so much on offer,
far from the crowds. Don’t expect ritzy
resorts and Cancun-style nightlife; it’s
tailor-made for ecotourists

mountainous land are finally opening for
business. Royal Manas National Park,
prowled by some of the planet’s last
remaining tigers, has reopened

Italy

There are 44 UNESCO World Heritage
Sites here, more than in any other country.
That Italy is celebrating only 150 years as
a country in 2011. It still feels like a
collection of regions. Each region has a
pronounced character and qualities worthy
of the small nations

Cuba’s socialist credentials are gradually
crumbling in the face of international
capitalism. This is bad news for fans of
colonial charm. The beaches will still be
pristine 10 years from now. However, the
country might not be quite so distinctive.
Go while the clock is still stopped at 1959

Cuba

Table 3. The top 10 best value destination for 2011 (according to the State Statistics Service

of Ukraine and Lonely Planet journal)

Destination Elements of cost
Bangladesh | Meals a day can cost less than $1, hotel room - $10 per night, excursion to
the National park to watch for tigers - $150
Nicaragua | typical a price for hotel room - $30, the biggest expenditure is tax for flight
from country - $32, which is included in the ticket price
Washington, | itcan be explained by great amount of unique places which are free of charge
DC (USA) | - Lincoln Memo_rial, Natio_nal Air and Space Museum, Capitol, Library of
Congress, excursion to White house and State Department
Paris The French capital is never going to win any awards for cheapness, but here
is a winning formula that anyone can afford. This title was given to the city
in terms of its price for meal. It is possible to buy a freshly baked baguette, a
fist-sized hunk of cheese and a bottle of wine for $13.5 here
Namibia | Expenditures for meal, accommodation and transport per day are $50.
Admission to the Cape Cross Seal Reserve on the Skeleton Coast costs $3 per
person
_The_ Meals cost $20 per day, excursion by ferry - $5 for each hour
Philippines
Argentina | A standard hotel room in Buenos Aires or on Patagonia costs $46 per night,
supper in restaurant - $30. Terrace tickets for Boca Juniors, River Plate and
others cost from $3.60
Naples Italy is not cheap country, but Naples is one Italian city that prefers food that
(Italy) is fresh, simple and good value. It is possible to find accommodation with
meal for $100 per night, here is cheap street meal. The ferry from Naples to
the idyllic island of Capri, one of Italy’s classic journeys costs $14

6. Conclusion

Thereby, creating a strong the tourist brand of the country must take into account the

following features:

1) The set of specific characteristics, emotional and rational impressions, and national
peculiarities, social, economic and political environment can form a strong country
image and as a result, it can lead to promoting a city or country as tourist destination
by means of such brand on the international scale oriented on specific target group.

2) The process of forming a strong country brand should contribute branding of cities,
tourist centers and travel agencies to obtain a synergistic effect;
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3) The brand of the country is determined not only by the quality of tourism products,
but also by the quality of their promotion;
4) Brand power of the country as a tourist destination affects the result of cultural,
sporting and business services activities;
5) International ratings raise the brand and image of the country (Zyma et al., 2010).
Further and current theoretical (Lola et al., 2011) and practical researches (Zyma et al.,
2009-2010; Kavun et al., 2010) should be directed to the positive development of the tourist
brand of Ukraine, projection of branding strategy based on the country's cultural and historical
heritage and the current situation on the international tourist market. It is also important to
solve the problem of multi-choice when developing the advertising company in the country as
a tourist destination (Kavun, 2010).
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Abstract. In this article was considered models complex of balanced regions
development based on fiscal (or tax-budget) policy, which will be able to give a possible
for conducting structural imbalances analysis of the territories (regions) development in
perspective time period and parameters determination of this fiscal policy, which can
providing their elimination or preventing. This policy can be performed on account of a
management of transformation processes for tax legislation and tax relations, tax levying
and redistribution between territories budgets (it also calls tax policy), or on account of
a management of the tax expenses, subsidies, subventions, budget investment (it calls
budget policy). Proposed approach to form of financial manage scenarios of Socio-
Economic Regions Development (SERD) based on cyclicality conception of the
economic systems evolution, anticipative manage principles, and can account some
parameters changes of the investment transfers distribution, in particular, region
developed fund. It can give a possible of the aftermath’s estimation for the different
variants realization of fiscal policy, to implement a selection of an optimal scenario,
which providing decreasing of the interregional socio-economic differentiation at saving
of positive trend for national economy development in generally.

Keywords. Region, balanced development, fiscal policy, scenario simulation,
simulation modeling.

1. Introduction

Social oriented strategy of a development of the economic space determines the
following global priorities for a state regional policy, as a provision of a unified social
standards, a reduction of the interregional economic differentiation. Among some tools of a
state regulation for territories development (for example, creating of the special economic
zones, infrastructure development, a preparing of the territories for an industrial mastering, a
stimulation for an attracting investments, etc.), as is showing a practice of the regional
management, the most effective are the financial tools, such as a forming of some founds of a
financial support of the regions, a budget financing of a development for separated economy
sectors of regions, tax policy. It should be noted that an existed fiscal (or tax) policy, which is
suggesting of some re-distribution of the financial resource, leads to an inevitable infringement
of some interests of region-donors, to slow downing of tempos of their economic growth, to
absence of some stimulus for less developed regions, to reduce of the subsidization level, to
increase of their own competitiveness. Some economic imbalances are inducing some politic
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imbalances, and, as a result, a growth of social intensity, forming of threats in the border
regions, an absence of any motivation for interregional interaction, and a strengthening of the
centrifugal tendencies. Current situation or event is leading to necessary for a correction of the
regional policy, in particular, the financial policy. One from some directions for improving of
the financial regional policy is including a development of the model basis for a state financial
regulation of the territories development.

In the modern scientific and economic publications is considering some approaches to
simulation of the regional policy [1-10]. In the publication [1] has considered such simulation
methods of the budget regulation mechanisms on the different hierarchical levels, as the
econometrics methods, casual and non-casual approaches, panel data. The researches, were
presented in [2], are considering some questions of using of the space lagged models for testing
of an available overflow effect and possibility for decreasing of some costs, which linking with
a stimulation of the region development. In the publications [3-4] is considering some
fundamentals of the system-dynamic models of the social-economic systems, the simulation
models of the region as a bilayer structure: first layer is a background economy, second layer
is the specific large subjects (also known as agent-oriented approach). Publications [5-7] is
considering some questions of a development of the optimization methods for region
development strategies, analysis of the interregional economic collaboration based on complex
(or set) of optimization interregional and inter-branch models. In the works [8-10] was offered
the complex (or set) models, which gives a possibility for determination of the state regulation
priority for ability to live spheres of the regional systems and to improve an effectiveness of a
target coordination based on the multidimensional analysis and adaptive filtration methods.

It should be noted that although enough big interest to development of the models for
forming of an effective regional policy, some approaches are remain unstudied, which allow
estimating of a consistency for the tax, budget policy, investment processes dynamic and its
influence on the convergence processes of the regional development.

2. Conceptual Scheme of Scenarios Development for the Financial
Management of the Socio-Economic Regions Development

This research aims to develop the scenario models of socio-economic development of
the regions, which allow to analyze the structural imbalances in the perspective of territorial
development period and to determine the direction of the regional financial adjustment policies
aimed at their elimination or prevention. The scenario is interpreted as a sequence of states of
socio-economic systems of the territories due to the implementation of various options in
financing regional policy.

Proposed conceptual model of scenarios development for the financial management of
the socio-economic regions development is including the following main stages: 1) forming
of an inertial scenario and characteristics changing of the socio-economic territories
development based on realization of fiscal policy; 2) dynamic analysis of the region developed
imbalances; 3) developing and analysis of some alternative managed scenarios of the SERD.
Below the content of the stages scheme is considered in details, as it shows in the Figure 1.

At the first stage the inertial scenario of changes in the characteristics of socio-
economic development (SED) of the territories due to the implementation of the adopted fiscal
policy is developed. Meeting the challenges of this phase is carried out using the model
alignment imbalances using tax instruments [11-12] and the proposed simulation model of
regional financial regulatory [13-14]. Model of financial regulation of the territorial
development has two main components: the unit of resource allocation, the unit of socio-
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Fig. 1. The conceptual scheme of scenarios development for the financial management of the
socio-economic regions development

The purpose of the first block is to simulate the possible value of the regional
investment of transfers, subventions, grants. Targeting of the second block is to simulate the
influence of the value of investment transfers, subventions, grants to the regions for the socio-
economic development of regional systems. Therefore, simulation model of financial
territorial regulation allows conducting multivariate projections of regional economic
development and the state, depending on the adopted policy of the state of financial regulation.

334



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

Generalized model of state financial regulation of socio-economic development in the
regions includes the simulation model of the resources allocation and 25 simulation models of
socio-economic characteristics of the region. Outputs of this stage are the inertial scenarios of
socio-economic development of the regions as a result of the adopted fiscal policy
implementation. The pessimistic inertial scenario is to predict the parameters of fiscal policy
with a time lag in the formation of positive "feedback" in the economy and, as a consequence,
fiscal insufficiency. The optimistic inertial scenario accounts for the expansion of the tax base
due to the changes in the parameters of the tax policy. Modeling of fiscal policy is based on
the adopted under stabilization policy parameters of distribution grants, subsidies, investment
transfers to the regions.

At the second stage, the analysis of the formation of imbalances in regional
development is performed in the following areas: estimation of the regional socio-economic
development, differentiation of the regional social-economic development, estimation of the
imbalance of SED in the regions, identifying the sources of structural imbalances [15].
Assessment of the level of socio-economic development is conducted by using the method of
construction the reference object - taxonomic indicator of development. The estimation of
differentiation of SED is dynamic analysis of regional cluster formations, the analysis of
individual propensity to migrate from regions with low levels of socio-economic development
in to the group of regions with a high level of development. Evaluation is focused on the
analysis of the regional structure of the upward or downward trend of the economic
development. To estimate the irregularity the following data is used: coefficient of variation,
coefficient of irregularity (differentiation), coefficient of imbalance, Tail index. ldentifying
the sources of structural imbalances is based on the decomposition of the Tail index. Herewith,
the following factors of increasing the regional imbalances are considered: the unbalanced
development of the groups of regions with high level of SED (donor regions) and regions with
low SED (recipient regions), the unbalanced development of the regions with high level of
socio-economic development, the unbalanced development of the regions of low level of
socio-economic development.

At the third stage the alternative scenarios of managing the development of the
territories are formed, aimed at eliminating or preventing the identified structural imbalances
with saving the overall positive trajectory of the national economy development. The
objectives of this phase are to generate a management decisions concerning the elimination of
imbalances in regional development, the formation of alternative fiscal policy options,
forecasting the dynamics of socio-economic development and selecting an options of fiscal
policy. Solving the above tasks is performed by grouping the regions considering the following
parameters: the level and rate of socio-economic development. Was allocated the following
regions groups: regions-leaders, stagnant regions, developing regions and "problematic"
regions.

Formation of alternative fiscal policy options suggests changing the parameters of the
distribution of the investment transfers, in particular, the regional development fund, in
between groups of regions. Since the cyclical downturn in the state investment policy is aimed
at the increasing of the investment flows’ speed, especially in the production of high added
value, then adjustment of the parameters of the distribution of investment transfers is based on
the research of the asset management ratio of the industrial and economic systems (PES) of
the territories [16]. Prediction results of socio-economic development of the regions as a result
of implementation of the different options of fiscal policy underlie the formation of alternative
management scenarios of SED of the territories. The alternative compensational scenario
assumes the estimation of aftermaths of the priority investment support of the regions — donors
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with the implementation of pessimistic scenarios of tax revenues. The main target of the
development of this scenario is to evaluate the possibility of forming a "compensatory" effect
of reducing the depth of the economic crisis by changing the fiscal policy parameters.
Alternative antirecessionary scenario is directed to model the results of the phased financial
support of the recipient and donor regions. Financial support of the recipient regions allows
reducing their level of subsidization and reducing the depth of the economic crisis at the
beginning of the implementation of the state stabilization policy. The financial support of the
donor regions is aimed at promoting an inward investment in the production of high added
value and preventing the effect of "deferred" cyclical downturn in the forecasting period.
Selecting an option of the fiscal policy is based on the analysis of the parameters of the regional
financial policy that offers the alignment of the regional socio-economic development while
maintaining the positive trend in the economy.

Thus, proposed above the conceptual scheme of scenarios development for the financial
management of the socio-economic regions development can give a possibility for a
consistency estimating of the tax, budget, and investment policy and its can improve a quality
of an information and analytical base for management decision-making regarding of
stabilization state policy.

3. Financial Management Scenarios of the Socio-Economic Regions
Development

Developing the scenarios of socio-economic development of the territories is based on
the model of financial regulation, which includes simulation models of budget system
indicators and socio-economic characteristics of the regions. Simulation models are based on
the dynamic econometric and panel data models. Panel data technique allows considering and
analyzing of the regional differences in terms of the external "shocks" by effectiveness of the
taken strategy. As a knowledge base for the modeling is used the Ukrainian budgetary system
dated 1996-2010, socio-economic regions development dated 2000-2010. The simulation
model of the indicators dynamic for the budget state system is including revenues of the
consolidated budget, health care expenses, education expenses, social protection spending and
social security, expenses for an economic activity, state budget expenses, subsidies,
subventions, and investment regions transfers. In the simulation model of socio-economic
characteristics of the development of territories are considered such variables as gross regional
product, the total export volume, investment in fixed assets, the level of employment, the total
import volume, the volume of innovative products, the value of foreign investments, the
average monthly wage, income, level of economically active population, the provision of
housing, bringing into service the apartments, the number of students at the universities.

Graphic of actual and forecast values of one from some indicators of the socio-
economic regions development of Ukraine shows in the Figure 2. Similar results were also
received for other indicators.
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Fig. 2. Actual and forecast values of the GDP be personnel (UAH) by Ukraine’s regions

An analysis, which was received based on simulation model results, is confirming quite
high forecast precision and a possibility of their using for scenarios development of
characteristics dynamic changes of the socio-economic territories development due to different
variants realization of the tax-budget policy.

Optimistic inertial scenario (scenario 1) was developed, which takes into account the
positive "feedback" in the economy, the growth in tax revenues by broadening the tax base
due to changes in the parameters of tax policy and inertial pessimistic scenario (scenario 2),
suggesting the formation of positive "response" in the economy with a time lag, the growth of
the budget deficiency, which affects the financial capacity of leveling the socio-economic
development of the territories, offsetting the negative effects of cyclical fluctuations through
intergovernmental transfers.

The calculation results of the integral indicator of the level of socio-economic
development of the regions, found based on the average values of the indicators of socio-
economic development in the 25 Ukrainian regions in a forecast period and characterizing the
tendency of the national economy development in general, are shown in fig. 3.

As can be seen on fig. 3 the adopted stabilization policy allows getting a positive effect
on the medium term for two scenarios. This is evidenced by the dynamics of the integral index
dated 2012-2014. The reduction of the integral index value in 2015 gives the opportunity to
conclude that the downward trend and the emergence of the situation of "deferred" cyclical
downturn is formed. The last confirms the necessity to adjust the parameters of the distribution
of intergovernmental transfers in order to maintain the positive trends in the economy.

For forming of the alternative scenarios of the region policy was make grouping of the
regions by a level and rate of the socio-economic region development. Region research by
selected classification variables will allow the following groups: region-“leaders” (some
regions with the high level and rate of SETD); stagnant regions (some regions with the high
level and low rate of SETD); developing regions (some regions with the low level and high
rate of SETD) and "problematic” regions (some regions with the low level and low rate of
SETD). An analysis of the specific weight of an investment transfers, which was selected for
these regions groups (as it shown in Fig. 4), allows us to make a conclusion that an accepted
financial and region policy is directed, at least, to supporting of the stagnant and problematic
regions.
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Fig. 3. The dynamics of the integral indicator of the level of socio-economic regions
development

It should be noted, that an accepted policy for an levels alignment of the socio-
economic region development, from one side, leads to a imbalances decrease in the region
development on account of reducing of a level of a region depression, accelerated regions
growth with low level of the socio-economic region development. However, from other side,
it leads to a significant slowdown of a rates growth for region group with high level of the
socio-economic region development. Because, as it was describe above, a priority of state
investment policy under some conditions of cyclical downturn is increasing of the investment
and innovation activity on the enterprises, which are making production with high value-
added, then a parameters correction if the fiscal policy based on an analysis of the impact of
resources in some region systems.

11%

ORegions- leaders' | Stagnant regions
ODeveloping regions 0O "Problematic” regions

Fig. 4. Specific weight of an investment transfers, which was selected for the regions groups

As one from some alternative scenarios of the financial regional policy was considered
the compensating scenario (scenario 3), which provides a stimulation of an economic growth
not only for “problem” and stagnation regions, but and region-“leaders”, which have a
slowdown of the economic growth rates. At the same time, was considered a transformation
possibility for the distribution mechanisms from 2013. As the original data for scenario
forming also was considered a forecast of some tax revenue, which was received based on a
model of the imbalances alignment of the socio-economic systems with using of the tax levers.

338



3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

This analysis was conducted by pessimistic developed scenario; because this scenario is
allowed to estimate a possibility about forming “compensating” effect based on a change of
the budget policy parameters.

In the alternative anti-crisis scenario (scenario 4) was considered systematic financial
supporting for the regions-recipients and regions-donors. At the simulation was accounted
some investment transfers values in 2013, which were accepted some distribution parameters
for the region-developed fund in the Budget codecs, which are oriented to the priority financial
supporting for the “problem” territories. Correction of the distribution parameters of the
investment transfers was carried out in 2014 with a purpose of a warning of a cyclic recession
in a dynamic of the macroeconomic indicators (this recession is forecasting in 2015), which is
directed to financial supporting not only for “problem” territories, but and for region -
“leaders”, for which are observed a significant recession of the economic growth rates.

Thus, these studies suggest the following conclusions: analysis of the predictive
dynamics of the socio-economic development of the territories in case of the implementation
of the optimistic scenario of tax revenue demonstrates the effectiveness of the adopted
stabilization policy which helps to prevent the formation of a crisis in the dynamics of
macroeconomic indicators and indicators of the regional development, to prolong the phase of
growth up to 2014, to reduce the depth of the crisis in 2015; during the pessimistic scenario of
the development of indicators of budget system "compensatory™ effect of reducing the capacity
of the financial regulation of the development of the territories can be formed by changing the
parameters of the financial regional policy, which should be directed to support "problematic”
regions as well as regions 'leaders', that are significantly slowing down the rate of economic
growth during the "basic" policy of leveling the socio-economic development of the regions,
the analysis of the coefficients of the unbalance of the socio-economic development shows a
trend of convergence of the levels of economic development of the territories with different
scenarios of development, reducing intergroup socio-economic differentiation.

4. Conclusion

Developed and proposed scenario models of the balanced territories development based
on fiscal policy can give a possibility for a consistency estimation of the tax, budget, and
investment policy and to increase a quality of the information and analytical base of
management decision-making regarding financial stability policy, as for some regions, that for
a state as a whole.
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Abstract. In this article was considered a model basis for an uneven estimation and
cyclic dynamic of the socio-economic regions development (SERD), which are
functioning at some considers of a high-level unevenness of an external environment,
which renders a significant influence to increasing some risks and losses at a decision-
making. This model basis is presented as a complex of the interrelated modules: a module
of an estimation and analysis for unevenness SERD and a module of forming of the
manage scenarios for SERD. Target orientation of the first module is an estimation for
the interregional socio-economic differentiation, detection of some disproportions in a
development of the separated regions. Content of the second module is forming of some
manage scenarios for SERD, which are directed to decreasing of a level of interregional
differentiation whilst providing a sustainable rates of economic growth. Also was formed
a models complex of a differentiation of the territories development, which allow
estimating of a stability of the cluster regions group by the SERD level, to make an
analysis of their structural dynamic, to pick out a dominant kind of an asymmetry and
priority structural components of the SERD for government regulation.

Keywords. Region, social and economic development, unevenness, structural
disproportions, multidimensional analysis methods.

1. Introduction

The modern stage of development of the national economies, including Ukraine and
the Russian Federation, is characterized by increasing of an unbalances economic space of any
countries and by irregularity of the socio-economic development (SED) of regions. The
unequal growth of individual elements that make up the socio-economic system of the region,
leading to negative trends: does not give the opportunity to fully using a potential of an
interregional cooperation, leads to increase a depth of cyclical crises, increasing the threat of
disintegration. That the irregularity and cyclic development are considered as generally factors
of destabilization, which reduces rates of an economic growth of regions.

Conditions for the functioning of regional systems are been characterized by a high
level of uncertainty of the external environment that significantly affect to increase of risks
and losses at making decisions. Therefore, these processes of SEDR management are poorly
formalizable because they carried out in conditions of incompleteness, uncertainty and
ambiguity of the original information. Since, building of systems of a regional development
(SRD) should take into account the requirements of the dynamic stability, the reliability of
functioning, the invariance with respect to external disturbances, the noise insensitivity to
changes in the parameters, maneuverability, economy, etc. Addition of a factor of incomplete
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information at the management of regional development is need to using of assessment models
and analyzes strategies development on base simulation and forecasting of influence any
different threats. The theoretical bases of development for models of the balanced SED are
been reflected in many works of national and international authors [1-3, 10-12]. However,
some questions for definition of a comprehensive quantitative assessment of SED level,
assessment of an inhomogeneity for an economic space, identifying of source factors of the
development asymmetry, construction of forecast scenarios for a development are not
adequately reflecting in scientific researches.

2. Model Basis of an Uneven Estimation and Cyclicality Regions
Development

Proposed models complex is including two main modules. Target orientation of the
first module is an assessment of an interregional social and economic differentiation, to
identify of imbalances in a development of individual regions. The content of the second
module can be uses to forming some management scenarios of SEDR (areas), aimed to
reducing regional disparity at a simultaneous ensuring of the sustainable rates of an economic
growth.

The first module is including the following models:

Model of forming the indicators information space. The purpose of this model is to
identify most important indicators of regional systems state. The initial indicators list was been
formed based on data from the State Statistics Committee. It includes 52 indicators that to
characterize the 14 structural components of the economic and social regions development,
such as the "Industry", "Employment”, "Agriculture™ "Financial strength", "Housing",
"Medical care", etc. Due to the not information provision many indicators during the analyzed
period (2000-2009) was necessary to reduce the dimensionality of the indicators information
space. We used a method "center of gravity", which gave the restrictions on the type of data
and a sample size to build of such model. This method allows selecting the so-called signs
represents for each structural component [7]. Using one of methods of factor analysis — a
method of main components gave an opportunity to find the generalized latent factors that
have the most significant impact on SEDR level [4, 13].

Model of grouping regions in terms of socio-economic development. The content of
this model is an identification of homogeneous socio-economic characteristics of the regions
groups for that can be developing differentiated variants for a regional policy. To build of this
model can be used the cluster analysis methods, in particular, the iterative methods, which
provide non-overlapping clusters, and which do not have restrictions on the number of objects
and describing their symptoms [5, 7].

Model integrated assessment of the SED level. Target orientation of this model is
quantitative (cumulative) assessment of SED region level. To build of this model can be used
a taxonomic indicator of the level development, it is a synthetic value, which "resultant” from
all indicators of SEDR [6, 7]. The choice of a method is due to its following advantages: the
original system of indicators can include symptoms that have the different dimensions. In
addition, the values integral index has a normalized variation range, which ensures the
interpretability of these results. Comparative analysis of SEDR based on the obtained values
of the integral index is conducting in both spatial, and space-time cuts. Integrated indicators
provides some opportunities: to explore the structural mix of the identified groups of regions;
to get a comprehensive assessment of the current and projected level of SEDR; to evaluate the
possibility of strengthening of the inter-regional social and economic differentiation.
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Model evaluation of irregularity and asymmetry of the development. The purpose of
this model is an estimate of the heterogeneity of economic space. As the indicators of
irregularity regional development are considering: the absolute and relative range of variation;
the coefficient of the bundle; the quantile range of variation; the average linear deviation; the
variance; the different coefficients of SED indicators. For analysis of the asymmetry of SEDR,
as well as the intercompany imbalances are using the taxonomic analysis methods and a
techniques of panel data analysis [7].

Model of cyclical development. On the one side, the current territorial structure
differentiation leads to strengthen the instability dynamics of regional development and the
appearance of cyclical ups and downs. However, on the other side, it leads to the polarization
of the evolution of different groups of regions. To predict the cyclical dynamics of the region
can be used the following methods and models: the models of the time series decomposition;
the analytical smoothing trend; the approximation methods based on the Fourier analysis; the
econometric methods (the regression analysis with panel effects and modeling production
functions); the Markov processes (in particular, modeling transitions between the stages of the
cycle); the methods of fractal mathematics and catastrophe theory; and the simulation.
Predictive values of macroeconomic indicators to determine the potential of convergence and
stability rates of socio-economic development of the regional groups [7].

The second module is including the following models:

Models of the forming variants of a financial regional policy. The purpose of these
models is a determination of the possible volume of a public investment, or some subsidies, or
some donations to the regions. For build a simulation model of distribute of some resources
can be used a method of system dynamics by J. Forrester. An identification of some priority
regional systems for public financial control of activity areas is performing on some base
results of the analysis of the asymmetric development of the regions.

Model choice of strategies for a financial development of the regions. The content of
this model is an estimate of the impact of different financial strategies for a social and
economic dynamics of the region. Since the region is a complex socio-economic system, which
includes the production, employment, finances subsystems, etc., then the models of the
characteristics of these subsystems can be combined into a unified approach based on the
system dynamics by J. Forrester [8-9].

Model assessment of the impact of the different variants of the financial policy. With
the help of this model can build some scenarios of a change of some socio-economic
characteristics of the regions through realization of the different variants of financial
regulation: the priority financial support for regions with a high or low level of development;
the uniform financial support for regions.

Model choice of the regional financial policy. The purpose of this model is to determine the
variant of the financial policies. This variant should to reduce the inter-regional social and economic
differentiation at the maximum rate of growth of GDP of the country in general.

Implementation of a set of models of SEDR provides an opportunity to balance the rates
of growth of different groups of regions; also, it can reverse the adverse effects of foreign
economic conditions on the dynamics of macroeconomic processes.

3. Regions Differentiations by the Socio-Economic Developed Level

One of main modules of this complex is a module of estimation of the interregional
socio-economic differentiation. To achieve the tasks of the first module of the offered set,
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which included: the grouping regions by SED level; the identifying of the numbered assessing
and an analysis of the rate of growth of SEDR; an assessment of the irregularity regional
development; an analysis of the asymmetry of SEDR when as inputs data are considered some
space-time data of the social economic indicators from 25 regions of Ukraine and 79 regions
of the Russian Federation for the period 2000-2009. With help of classification on base of the
methods of cluster analysis was identified two groups of regions. The analysis of the average
values for each group provides an opportunity to pick out the areas with high (H) and low (H)
SED level. Optimality criteria’s partition which addressing some group and intergroup values
are confirm the correctness of that classification. Checking the quality classification of each
study region to the selected group is accomplishing with help the discriminated analysis.
Wilks's lambda values and the values found for posterior probabilities indicate the 100%
correct classifications.

Based on the methods of taxonomy also was determined the values of an indicator of
SEDR level for the period from 2000 to 2009 (on example of Ukraine). Positive growth on the
indicator of SEDR’s level are observed in 14 regions, it’s representing above 56% (Figure 1).
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Fig. 1. Changes in the level of development of the regions of Ukraine
for the period 2000-2009

Analysis of the share of regions with positive growth indicator values in the group with
high level development is observed 50% of the total, and in the group with low level
development — 45,45%. The leading regions with the highest values of the index level of SED
are Kharkiv, Odessa, Dnepropetrovsk regions. Similar studies were been conducted in regions
of the Russian Federation. The share of Russian regions with dynamics of the growth of the
level of development are 22,08% of the total (Figure 2). The positive growth trend of this
indicator in the group of regions with high level development is observed 16,67% of the
regions, and in the group with a low level of development — 22,54% of the regions. Leaders
by SED level from 2000 to 2009 are Tyumen, Moscow and Sakhalin regions.
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Fig. 2. Changes in the level of development of the Russian regions for the period 2000-2009

Average values indicate about higher SEDR level (on example of Ukraine) as compared
with other regions (on example of Russia) during the analyzed period. Visualization of results
related to the distribution of the regions (on example of Ukraine) according from the level of
development and it is based on the cartogram (Fig. 3). On this cartogram are show rank region
that determines its place in the general population, depending on the founded value for the
level of development.
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Fig. 3. The map of the ranks of SED
(blue color it’s the regions with high SED level; yellow color — with low SED level)
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Analysis of the growth of SED of Ukraine has shown that high growth rates have
Kirovograd and Chernovtsy regions, in which the value of the index in 2009 compared to 2000
increased 2,89 and 2,81 times respectively. Such growth rates have led to a significant
reduction of an inequality in the group of regions with a low level of development. In addition,
those rates improved the balance of social and economic environment in the country as a
whole. Within Russia, the highest growth rates of SED have Chukotka autonomous district.

A comparative analysis of SEDR makes a possibility to determine the qualitative
features and directions of the development regional groups, "advantaged regions" —
characterized by the values of the levels of SED above the average. For those regions, i.e.
regions with high level of SED, the current task is a minimize costs to achieve a certain social
result; "economically inert regions" — compared to the average it’s a low the value of the level
of economic development, but a high level of social development. The most important task of
the group is to maintain a balance between economic opportunities and social needs; "socially
inert regions" — compared to the average it’s a low level of social development, but a relatively
high level of economic development. This situation is due primarily to lack of attention to
social issues; "depressed regions" are characterizing by values of the levels of SED below the
regional average. These regions do not have equity any transfers for normal development. For
these regions is characterizing by the full range of social and economic problems. Examples
for Ukraine and Russia, throughout the study period in the group prosperous regions include
the regions which shown in Fig. 4.
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Fig. 4. Region's share of each group in 2009 compared to 2000

Thus, the analysis of the economic space of Ukraine and Russia confirms the growing
imbalance and asymmetry, as in SEDR, its can slow down the pace of SED of both countries.

4. Conclusion

The paper discusses the conceptual basis of the provisions and the model estimates of
the irregularity and cyclical dynamics of the socio-economic development, the implementation
of which is aimed to reducing an interregional disparity while ensuring sustainable economic
growth; was proposed the complex of classification models of the territorial development
which is based on some modern methods modeling and forecasting is giving an opportunity to
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assess the stability of some cluster formation regions at SED level, to analyze their structural
dynamics; to established a system of the integrated indicators of SEDR, allowing doing an
analysis of trends in the regions development, to determine the asymmetry types of regional
development for the different regions, highlight the dominant type of asymmetry and the
priority structural components of SEDR for state regulation
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Analysis of the Impact of Migrants’ Money Transfers on
Economic Development - Pro and Contra

Valentina Tolpinschi
Academy of Economic Studies, Moldova

Abstract. It is often said that remittances are a much more stable source of external
financial impact that it might seem at a first glance. Guest workers’ international money
transfers may noticeably affect budgets and financial systems of many countries. This
money acts as a lifeline for the poor, increasing income for individuals and families.
While migration can have both positive and negative economic, social, and cultural
implications for countries of origin, remittances are the most tangible and least
controversial link between migration and development. This research focuses on the
study of the impact of remittances on the gross domestic product of the Republic of
Moldova from 1999 to 2013.

Keywords: migration, Remittances, money transfer, impact, Economic Growth, state
budget.

Migration and money transfer tendencies in the world

Money transfers are nothing new to the history. The most significant increase in guest
workers quantity from 1990 till now was registered in the US. Their number has increased
from 23.3 to 45.8 million people during that period. According to the World Bank, there are
around 232 million guest workers today, which is roughly 3 percent of the current total world
population. The amount of money transfers grows along with the number of migrants in 137
countries. According to Pew Research Center, in the later 13 years this amount tripled, and
totaled 511 billion USD, which is comparable to GDP of some small countries like Poland and
Sweden, and by 2016 it will be more than 700 billion USD.
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Figure 1. The dynamics of money transfers in 1990-2013 years
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USA and the European Union remain the most popular immigration targets for the last
decades. According to a research by European University Institute, there are up to 43 million
migrants in the EU. 20 million are the Europeans who live in a country different from their
country of birth, the rest are from outside of the EU. The EU is in a close second place after
the absolute leader — the US.

It is not surprising that countries sending the most immigrants receive the most money
transfers. The top recipients of officially recorded remittances for 2013 are India (with an
estimated $71 billion), China ($60 billion), the Philippines ($26 billion), Mexico ($22 billion),
Nigeria ($21 billion), and Egypt ($20 billion). Other large recipients include Pakistan,
Bangladesh, Vietnam, and Ukraine.

Two thirds of money transfers go to developing countries. The most notable feature is
the fact that all the declared money transfers are at least three times as large as the official
development support in these countries. Some countries’ (including Moldova) macroeconomic
indices and general economic wellbeing heavily depend on immigrant money transfers.

The experts of the World Bank calculate the share of personal transfers in countries’
GDP to demonstrate their economic dependency on this kind of monetary flows. Moldova is
among the top five leaders having 24% during the last two years (the National Bank provides
a slightly different number — 23%). Independent experts claim that the amount of illegal
transfers is significantly different and may be up to 50-60% of Moldova’s GDP.
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Source: World Bank Remittance Prices Worldwide database
Figure 2. Remittances as percent GDP

For example, almost a half of Tajikistan’s GDP is provided by guest workers in other
countries.

The World Bank has created a database of the costs of sending and receiving small
amounts of money from one country to another. It costs over 47 percent to send $200 from
Tanzania to Kenya, the most expensive corridor, but only 4.6 percent to send the same amount
from Singapore to Bangladesh, the least expensive one. If the cost of sending remittances could
be reduced by 5 percentage points, remittance recipients would receive over $16 billion more
each year.

Remittance costs are the key determinant of resource flows to developing countries,
and lowering these costs is an important policy objective, as affirmed by the G20 in their 2008
commitment to reducing the global average remittance cost by 5 percentage points in 5 years.

Table 1.
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Remittance prices

5 Most costly Corridors in | Average 5 Least costly Corridors in USD | Average
USD cost cost
Ghana > Nigeria 27,12 Singapore > Bangladesh 1,41
Tanzania > Rwanda 19,97 United Arab Emirates > Pakistan | 2,15
South Africa > | 19,06 Saudi Arabia > Pakistan 2,21
Mozambique

South Africa > Angola 18,67 United Arab Emirates > Sri Lanca | 3,15

Source: World Bank Remittance Prices Worldwide database.

The global average total cost for sending remittances was 8.58 percent of the total
amount sent in the first quarter of 2013, as measured by the World Bank’s Remittance Prices
Worldwide (RPW) database’® . The cost of remitting from the G20 countries decreased in 4Q
2013, and now stands at 8.16 percent, down from 8.72 percent in the previous quarter. The
average cost of sending money to the G20 countries that are included in RPW as receiving
markets has fallen to a record low 8.86 percent in 4Q 2013 — a significant decline since the
previous quarter when it was recorded at 10.57 percent and below 9 percent for the first time
since the indicator was introduced in 2008.
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Figure 3. Average cost of sending USD 200 from G20 countries
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Figure 4. Average cost of remitting to G20 countries in 4Q 2013

China and Brazil are the most expensive countries in the G20 to send money to, with
average costs of 11.13 and 10.97 percent respectively (figure 4). Mexico and Indonesia remain
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the cheapest receiving markets in the G20 group, with averages of 5.29 and 6.53 percent,
respectively.

Strong growth continues in Russia, supported by high oil prices, underpinning buoyant
remittances from migrants in Russia to Tajikistan and Ukraine. The majority of migrants from
Romania, Russia and Serbia are, among others, in Western Europe, where economic growth
has, however, been weak (GDP in the Euro Area contracted 0.5 percent in 2012 and
unemployment has been rising). Remittances to Romania and Poland have gyrated in recent
years. They surged after the countries were accepted into the EU in 2004 but dropped
significantly after the crisis in 2008, partially due to increasing numbers of migrants returning
home.

Remittances to Moldova

There are around 1 million Moldova citizens working abroad. Russia is seen in a
favorable light compared to Western Europe by immigrants because due to stable oil price
growth was able to support millions of guest workers from CIS. Transfers from Russia to
Armenia, Georgia, Kirgizia, Moldova, and Tajikistan have grown in 2012. In contrast, some
of the countries of Eastern Europe (e.g. Serbia, Albania, Kosovo, Romania) received less
transfers from guest workers in other countries.
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Figure 5. Remittances to Moldova in 1999-2012 (US $ million).

According to the National Bank of Moldova, the amount of money transfers from
abroad totaled 1494.23 million USD in 2012, which is 3.5% more than in 2011. It is important
to note that 88.9% of them were made with international money transfer systems, and the rest
used bank accounts.

At the same time, around 1.4% of country’s GDP is transferred from Moldova to other
countries. Our country is 38™ by this criterion in the world. The largest part of outgoing
monetary transfers is registered in Luxembourg (19.2% of GDP).

Salary constitutes 42.5% of natural persons’ income, while money transfers from guest
workers in other countries constitute 16.6%, still being a very substantial source of income.
Villagers are much more dependent on money transfers, compared to people living in cities,
having 21% of their income constituted this way, while for the cities it is 13%.

World Bank experts forecast that money transfers will decrease in 2013. It is expected
that total transfers aren’t likely to reach their historical maximum, registered in 2008, which
constituted 1.66 billion USD.
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The largest part of money transfers to Moldova is from Russia and Italy, but the change
in their structure suggests fluctuations in European labor market.

2011

Euro Russian
41% rubles
16%

Figure 6. Remittance currencies in 2011

2013

Russian
rubles
37%

Figure 7. Remittance currencies in 2013

Thus, if in 2011 42.7% of transfers were in USD, 41.2% in euro, and 16.1% in Russian
rubles, the situation changed in the third quarter of 2013: the majority of transfers were in
rubles (36.4%), Euro being close second (34.3%), and USD seeing a substantial decrease
(29.3%).

Now if we analyze geographical origins of money transfers from guest workers, Russia
is in the lead with 65.6% (which is 4.1% more than in 2011), Italia — 9.1% (1.4% less than in
2011), Israel — 5.4%, the US — 4.9%, France — 1.3%. These five countries total 86.3% of all
transfers.

According to the World Bank, 65.6% of money transfers come from Russia. Italia is
the second with 9.1%; Israel is the third with 5.4%. Average transfer amount from Russia to
Moldova was 525 USD (516 USD in the previous year). By the way, money transfers from
Russia are one of cheapest in the world (around 2.4% of the transfer). According to the World
Bank, world average cost of a transfer lowered from 9.3% in 2008 to 8.96 by the end of the
third quarter of 2012.
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Figure 8. Money transfers origin countries in 2012.

Mass migration, which started at the end of the previous century, was conditioned by a
difficult socio-economic situation in the country. At that time in seemed that it may have
positive impact for the country: people will earn money, return to the country with a different
mentality, and will develop their business and country’s economics. Unfortunately, neither
current, nor previous governments troubled to create favorable conditions for this. More and
more migrants do not want to return. Furthermore, they do not want to invest in Moldova for
the fear of increased risks, related to bureaucracy and corruption.

Monetary transfers and development in Moldova

Money transfers facilitate economic development of Moldova, money transfers activity
cycle corresponds to GDP cycle.
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Figure 9. Corresponds remittences activity cycle to GDP cycle in Moldova (million
USD).

Unfortunately, Moldova receives additional income in the form of money transfers and
it is spent on everyday needs, long-term goods and real estate, not on business investment.
Even the use money transfers for consumption stimulates economic development. Thus, a high
level of goods and services consumption is maintained. But in this case the correlation between
spending and savings and the residence of recipients (village or city) are of uttermost
importance.
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Impact of Remittances on Sustainable Economic Growth

The merit of remittance flows might lie more on increasing the level of income for the

poor rather than the growth of the economy as a whole.* The economic role of money transfers
is most of all evident in the countries that lost a substantial part of their population due to
migration and have quite low average income. The role of transfers as an important and stable
source of external financing of economic development was stressed in 2003 in the Global
Development Finance? paper by IBRD and was acknowledged by regional development banks.

1.

The data in Central Asia and Moldova demonstrates that monetary transfers may
negatively influence child development. Prolonged lack of one of the parents
(especially mother) exerts negative influence on study progress at school, social
behavior and psychological wellbeing of kids remaining home.

The main issues faced by immigrants are related to legalization of prolonged stay at
host countries and acquisition of work permit. Russia toughened the measures of
migration control at the end of 2013: a limit on the share of guest workers in retail was
set, monetary transfers by migrants to their homeland is to be taxed, etc. Moldavian
diaspora reported that during only a couple of weeks around 3500 Moldovan citizens
were deported. And that may have substantial negative impact on Moldova.

The migrants from European countries may encounter difficulties due to toughened
hostile rhetoric and migration policy. Another problem might be high unemployment
ratios in some of European countries. Italy, Spain, France, Greece, and Great Britain
expect a higher unemployment growth rate among migrants than among native citizens.
In Germany, Austria, Belgium, Canada and the US, on the contrary, migrants are
promised higher employment.

Low quality of official data evidences the fact that labor migration and monetary
transfers related to it, for the most part remain a black box for the political leadership
on different levels. To consolidate the impact of monetary transfers on economic
development, the authorities must acknowledge their importance and develop a strategy
aimed at stimulating their effective use.

Glossary

Migrants are persons who move to a country other than that of their usual residence
for a period of at least one year, so that the country of destination effectively becomes
their new country of usual residence (UNPD).

Remittances are the sum of workers’ remittances, compensation of employees, and
migrants’ transfers (World Bank).

Workers’ remittances are current transfers by migrants who are considered residents
in the destination country (IMF 2010a).
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Analysis of Automation Tools of Internal Audit Activities
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Abstract. This article addresses the issue of automation of internal audit activities. It
is realized the analysis of existing most popular information systems for automation audit
activities. The paper evaluated the difficulties that may arise in the process of automation,
and also highlights factors that should be paid special attention in selecting solutions for
automation of the internal audit activities.

Keywords: audit, automation, control, risk management, verification.

At the present rate of economic development there is a growing need for common and
effective tools of automation the internal control and audit. Poor corporate governance can
destroy the reputation and profitability of the company.

Conducting audits without the use of advanced technology is virtually impossible.
According to the audit standards for the auditor may be difficult or impossible to obtain certain
information for later verification or confirmation, without the use of information technology.

Auditing companies and internal audit departments often do not use specialized audit
software due to its high cost and user acceptance. Specialized auditing system, such as Audit
Command Language (ACL) or Interactive Data Extraction and Analysis (IDEA), are quite
expensive and also require the special training to use them effectively.

Auditors in their activities quite actively used software products of general purpose,
such as spreadsheets, text editors, reference and legal systems, as well as a database
management system that provides for their organization of the storage and analysis information
on the audited objects and processes and implementation of the conclusions.

Decision of many auditors use spreadsheets on account of their prevalence, ease of use,
low cost, and user familiarity with the application is logically. It should be noted that for many
auditors it is a temporary solution in the short term.

Use of information technology not only changed the internal audit tools, but also
created additional challenges and opportunities for the organization of the internal audit. It
should be noted that the use of software tools to automate the internal audit is aimed at re-
engineering of the audit process.

For establishment and development of automation systems auditing activities
contribute such preconditions as:

¢ High level of development of information technologies;

e Automation of financial accounting, control and monitoring functions in companies;

o A large volume of information processed and stored by the auditors;

e The pressure from stakeholders to reduce costs and increase efficiency by

automation;

e The ability to process and analyze any information stored,

e Availability of demand for a more timely information on the conducted inspections

and identified risks;

e Availability of clear rules and audit requirements for audit documentation forms;

356


mailto:wiz_lilia@mail.ru

3R0 INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2013), DECEMBER 6-7™, 2013, UNWE, SOFIA, BULGARIA

o Establishment of requirements for the control of a wide range of risks (for example,
the Sarbanes-Oxley Act, the legal requirements to combat fraud, and other legal and
regulatory requirements).

Automation of the internal audit functions for the purpose of ordering processes or as
tools for integrated audits for many companies is a necessity, not a luxury. In today’s
technologically complex world, exposed to constant changes, auditors’ inadequate manual
methods and controls, they need to be in step with the development of technology as advanced
users of new tools.

Information technology as a tool for audit are not something new, it should be noted
that the adoption of Sarbanes-Oxley Act promoted the integration of technologies in business
and audit. The use of data analysis provides independent auditors look at processes, systems,
financial and control operations to identify anomalies and trends.

Application of information technology allows preparing audit documentation,
implementing a search and analysis of different relevant information, analyzing various
performance and efficiency metrics. At the same time, specialized audit software provides
solutions to the following tasks:

¢ Analysis of operations, transactions integrity, quality, validity and accessibility;

e Verification of calculations and computations;

e Comparison and processing of data from different sources;

e Planning of audits with the formation of the corresponding graphs for the staff and
audit programs;

e Generalization of data and report generation;

e Storage of information about past audits, including identifying deficiencies and the
dynamics of their correction.

Automation of internal audit functions should provide improved quality and quantity
of information about the risks and control measures in the company, as well as more effective
management. At the same time, automation systems of audit activity must meet the following
basic requirements:

e The presence of certain functional structure providing covering of all processes of

audit activity;

¢ Ensuring the relationship of data about the risks and control measures;

e Having the opportunity to separation of duties and responsibilities for the various
departments and personnel with different levels of liability;

¢ Providing a number of access requirements to data and information security.

Functional structure of the automation systems of audit activity imposes requirements
for the presence of information, technical, technological, organizational and legal
maintenance. Each of these systems provides a specific methodology for the audit, for
performing audit procedures and realizing of various operations. Functional of automation
systems of audit activity must satisfy the needs of both audit firms and companies with a
dedicated internal audit.

Functional structure of the automation systems of audit activity reflects the successive
performing of complex operations on the implementation of the audit, from planning and
ending with the formation of report deficiencies. It includes:

1.Audit Planning - defines an initial stage of a separate audit, as well as audits for a
certain period for a specific company;

2.Detailed planning, work distribution and tracking their performance on each
individual audit - study tool of audit and detailing the audit procedures. Each
procedure of verification in system provides current information about responsible
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reporters managing, the current status of related procedures and tasks execution
results;

3.Risk assessment and management of working documents - important functionality

for automation system of audit activity providing a risk-based approach to carrying
out audit. Typically, risk assessment and storing the history of them is implemented
in separately taken module and can be integrated with automation module of internal
audit function;

4.Time management, costs and expenses related audits;

5.Preparing of audit report documentation - fixing the results of the performance of

each individual procedure, identified deviations and recommendations for their
correction, mapping other necessary information;

6.Reflection of operations and measures to address the identified during the audit

violations and deficiencies - allow you to view the history of identifying deficiencies,
as well as measures taken to eliminate or approval of decisions to adopt risks
identified during the audit;

7.Storage of audit results.

Automation system of audit activity should include the possibility of obtaining the
information needs of the audience and provide feedback to management and business units.
The accumulated data and queries can be used to improve the effectiveness of the internal audit
department.

Also significant functionality can be integration with corporate e-mail, task
management, and notices (personal calendar), graphical representation of the data for further
analysis and availability capabilities to manage templates and forms of documents. Possibility
of integration automation systems of audit activity with already implemented and used in the
company’s systems and applications is also an additional advantage.

Automation system of audit activity should be integrated with the system of modeling
business processes, which allows you to automatically import the data on changes in the
structure of business processes. Integration with human resource management system provides
continuous monitoring, control and analysis of efficiency of use of personnel time.

Today on the market there are specialized systems focused on the complex tasks
associated auditing. Leading automation systems of audit activity are Audit Command
Language (ACL), Interactive Data Extraction and Analysis (IDEA), Statistical Analysis
System (SAS) and Statistical Package for Social Sciences (SPSS), which are widely used by
both internal and external auditors throughout world. ACL, the market leader at the moment,
used the big four accounting firms.

Most Russian systems for automation audit activity focused on financial accounting,
including analysis of data contained in the client’s data bases of accounting. Among the
Russian systems for automation audit activity can be noted: AuditXP «Complex Audity, «IT
Audit: Auditor», Audit Expert, «<BAK», «ExpressAudit: PROF», ISKRA and many others.

In such systems, ACL data for testing and analysis are presented exclusively in read
mode, which eliminates the possibility of changing the data by auditor. At the same time the
risk of data changes in spreadsheets is high, because there is some space for the human factor.
It should be noted that the specialized automation systems of audit activity can adapt to specific
business requirements and provide support to international auditing standards, such as the
Institute of Internal Auditors (IIA), Public Company Accounting Oversight Board (PCAOB),
International Organization for Standardization (ISO).

ACL and IDEA system is not limited by volume of processed and analyzed data, limited
only by the size of the hard disk. Both systems are also characterized by having to pass
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specialized training courses for their future use, on the other hand less functionally developed
systems are easier to use, allowing auditors to adapt more easily to use them in their activities.

Systems ActiveData, ProcessGene’s Internal Audit solution and TopCAATSs based on
functionality of Excel, but contain their additional special features that facilitate the work of
the auditors. The integration of these systems with Excel, as well as lower cost compared to
ACL or IDEA, promotes growth in popularity of these systems.

Each system has its own set of built-in reports, report generator and dashboards that
enable analysis of graphical data. Electronic working papers in automation systems of audit
activity include a full database of documents that can be used to generate audit reports, annual
reports, analysis of past audits.

Using the built-in reports and dashboards allows you to analyze: status of inspections
and course of their execution; the course of execution of the audit plan; control over the use
and allocation of staff time, resources, budget; view full history and calendar of the audit;
Registry of risks and controls; monitoring the quality of performance of the working
procedures.

Factors affecting the use of in automation systems of audit activity include:

e Technological factors related to the design, implementation and use of these systems

- compatibility with installed and used software, easy to configure and use, prompt
implementation of changes;

e Organizational factors - the availability of support from the management of the
company, the possibility of staff development, reasonable cost of implementation and
maintenance of the system, the availability of sufficient resources to support the
system;

e Individual factors - the complexity of the control environment, the ordering and
classification of data, existence of approved audit methodology, used a variety of
systems and applications;

e External factors - adequate and quality support of system from a vendor, the
operational implementation of the changes.

Growth of popularity of these systems contributes to focus on the fight against fraud,
established in recent years. In this situation, the importances of internal audit are growing in
view of focus on combating fraud programs. Motivation for the use of such systems supports
the growth of qualification requirements for internal auditors, whose activities should become
more effective in carrying out their tasks and responsibilities.

List of the system types of automation of audit activity continues to grow, improved.
Proper use of these systems may lead to lower costs, increase reliability of auditor’s actions,
storage of audits stories.

System of automation of audit activities increase the rationality and efficiency of
internal audit processes, allowing to customers to achieve efficiency and objectivity of audit.
With these systems auditors are able to automate and control the processes of internal audit
and lead more productive activities on risk management and internal control.
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Abstract. The main objective of the paper is to analyze the TARGET2-BNB component as the key
innovation in the payment infrastructure in Bulgaria made in the last few years. The current research is
focused on the operational features and empirical development of the TARGET2-BNB national system
component. It has been operated by the Bulgarian National Bank (BNB) since February 1, 2010. The
introduction of this payment component has been followed by significant changes in the national payment
system which are described in the paper.

Keywords: TARGET2 system; TARGET2-BNB national system component; Bulgaria.
Introduction

The payment infrastructures channel the flow of payments for goods, services and
financial assets, and their smooth operation is a crucial prerequisite for the proper functioning
of the financial system and the overall economy. In particular, given their extensive role and
the large values and volumes of financial transactions they handle, any malfunctioning of these
infrastructures can have negative repercussions for the implementation of monetary policy, the
stability of the financial system and the currency. Currently, the payment infrastructures are
exposed to a wide range of credit, liquidity, operational and legal risks.

The sound functioning of payment infrastructures is of great importance for the overall
stability of the financial system in Bulgaria. The smooth operation of payment, clearing and
settlement infrastructures also contributes to the implementation of the single European
monetary policy.

The current paper aims to analyze the main innovations made in the payment
infrastructures in Bulgaria that are critical to the smooth functioning of the domestic financial
system in times of crisis. The paper comprises three main chapters: Part 1 demonstrates a brief
overview of the literature concerning payment infrastructures; Part 2 is focused on the
TARGET?2 system of the Eurosystem and the TARGET2-BNB component in Bulgaria as the
most important innovation in our payment infrastructure. The paper concludes with
summarizing the results from the study.

1. Literature review on payment infrastructures

The standard setting body for payment and settlement systems is the Bank for
International Settlements (BIS), Basel, and particularly the Committee on Payment and
Settlement Systems (CPSS). This committee contributes to strengthening the financial market
infrastructure through promoting sound and efficient payment and settlement system. In an
environment of enormously increased volumes handled in wholesale (large-value) payment
systems, the awareness of potential threats to systemic stability is particularly increased. The
most important standards are the Core principles for systemically important payment systems
(BIS, 2001a) which are deemed particularly essential for strengthening the financial
architecture worldwide.
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As concerns the European Union (EU) member states and their payment systems and
infrastructures, first the Committee of Governors of the central banks of the member states of
the European Economic Community (EEC) started to publish the so-called “Blue Book™ in
1992. The Blue Book describes the functioning of the payment and settlement systems in the
EEC. Since the establishment of the ECB in 1999, the Bank started to monitor and oversight
the payment system instruments in all EU member states. The first Blue Book was published
by the ECB in 2001. The ECB provides a comprehensive description of the payment systems
and infrastructures in all EU member states. The ECB and the Euro area national central banks
(NCBs) are interested in the prudent design and management of the payment systems which
process the single European currency.

Many authors discuss the payment systems and particularly the large-value payment
systems (LVPSs) such as Balifio et al. (1996), Bech and Soraméki (2001), Selgin (2004),
Rosati and Secola (2005), Pages and Humphrey (2005), Bolt and Humphrey (2005),
Holthausen and Rochet (2006), Bech, Preisig, and Soraméki (2008), Carbo6-Valverde and
Lifiares-Zegarra (2009), and others. Comparative studies of the LVPSs in the US and the Euro
area are made by Martin (2005), Millard and Saporta (2005), Haldane et al. (2008), and others.
The most important large-value payment system in the Euro area is the TARGET system
(Trans-European Automated Real-time Gross settlement Express Transfer system).

TARGET system is established in 1999 as an EU-wide real-time gross settlement
(RTGS) system which is used for the settlement of central bank operations, cross-border and
domestic interbank transfers, and other large-value euro payments. It settles gross euro
payments in real time using central bank money. TARGET2 system went live on 19 November
2007, replacing the existing TARGET system.

The ECB publishes Guidelines on a Trans-European Automated Real-time Gross
settlement Express Transfer system (TARGET2) on 5 December 2012 (ECB/2012/27),
amending Guideline ECB/2007/2 of 26 April 2007 in following areas: inapplicability of
sanctions to non-Union banks; information sharing with regard to suspension or termination
of access to monetary policy operations and the consequences of such suspension or
termination. TARGET?2 system is analyzed by many authors as Garber (1999), Tuncer (2007a,
2007b), De Séze (2006), Becker (2008), Bonnier (2008), Scherer (2008), Poncelet (2008), Sinn
and Wollmershduser (2011, 2012), Fahrholz and Freytag (2012), Buiter et al (2011), Mody
and Bornhorst (2012), Bindseil and Konig (2012), Cecioni and Ferrero (2012), Auer (2012),
European Economic Advisory Group (2012), Cecchetti et al. (2012), Whelan (2012) and
others.

Wide range of country reports are also published as regards the payment systems and
infrastructures. For instance, Rybinski, 2007, examines the payment system development in
Poland. Snellman, 2000, Jyrkdnen and Paunonen, 2003, Jyrkdnen, 2004, Hasan et al., 2009
and 2010, and others, investigate the payment systems in Finland. Racocha, 2004, studies the
payment system’s performance in the Czech Republic, while Kalckreuth et al., 2009, examine
the experience in Germany. Harrison et al. 2005, Millard and Saporta, 2005, Merrouche and
Schanz, 2008, and others analyze the UK payment system. De Séze, 2006, examines the
TARGET?2 project and its implications for the Banque de France, while Bardinet, 2003, studies
the French payment system. Espafia and Gorjon study the TARGET?2 and its introduction in
Spain. The Bulgarian payment system development is discussed in the ECB Blue Book (2002,
2007b) as well as by authors like Iskrov (2010), Trifonov and Trifonova (2012), and others.
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2. TARGET2 system and TARGET2-BNB national system
component: operational features and empirical development

TARGET? is based on a technical centralized platform — Single Shared Platform
(SSP), developed by Banca d’Italia, Banque de France, and Deutsche Bundesbank. These three
central banks operate the system on behalf of the Eurosystem. It has a decentralized structure
linking together national RTGS systems and the ECB Payment Mechanism. TARGET?2
participants access the SSP using the full set of SWIFT’s messaging services: FIN, FIN Copy,
InterAct, FileAct and Browse. In 2012 TARGET2 had 999 direct participants initiating
payments on their own or their customers’ behalf [Table 1]. A number of options are available
to participants as regards access to TARGETZ2, including direct and indirect participation,
addressable Bank Identifier Codes (BICs) and multi-addressee access. Direct participants hold
an RTGS account on the SSP of TARGET?2, with access to real-time information and control
features. Indirect participants, addressable BICs and multi-addressees settle their payments via
a direct participant, using the direct participant’s account on the SSP. Including branches and
subsidiaries, almost 57,000 banks across the world can be addressed via TARGET2.
Furthermore, more than 80 financial market infrastructures, such as other payment systems,
clearing houses, securities settlement systems and central counterparties, benefit from the
opportunity offered by TARGET2 to settle in central bank money.

TARGET?2 system is based on harmonized conditions for its participants, enhanced
operational efficiency and reliability, common pricing scheme for all participants in the Euro
area, wide range of tools for optimizing the participants’ intraday liquidity management, as
well as sophisticated business continuity and contingency arrangements. TARGET?2 is an
essential vehicle for the implementation of the monetary policy of the Eurosystem and has
helped to create a single, integrated and stable money market within the euro area.

The following statistical data [ECB, 2013a: 8] demonstrate the leading position of the
TARGET?2 system in the European landscape. The system functioned smoothly in 2012,
processing 92% of the total value of payments in large-value euro payment systems. The
volume of payments processed in TARGET?2 rose by 1.2% in 2012 compared with the previous
year, reaching 90.6 million transactions, while the total value of payments increased by 3.5%,
reaching a total of €634 trillion. The average daily volume was 354,185 transactions, with an
average daily value of €2,477 billion [Table 1].

Table 1: TARGET2 facts in 2012

999 direct participants, 3,386 indirect | 29 June 2012 — the peak in volume turnover with

participants and 13,313 correspondents

536,524 transactions

Settled cash positions of 82 ancillary systems

1 March 2012 — the peak in value turnover with
€3,718 billion

354,185 daily average number of processed
payments representing a daily average value of
€2,477 billion

TARGET?2’s share in total large-value payment
system traffic in euro — 92% in value terms and
58% in volume terms

€7,1 million — average value of a TARGET2
transaction

100% technical availability of the SSP of
TARGET2

68% of all TARGET2 payments with a value of
less than €50,000 each; 11% of all payments with
a value of over 1 EUR million each

99.98% of TARGET2 payments processed in less
than five minutes

Source: ECB. http://www.ecb.europa.eu/

TARGET?2 is legally structured as a multiplicity of payment systems composed of all
the TARGET?2 component systems, which are designated as ‘systems’ under the national laws.
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On 31 December 2012 all of the Eurosystem’s NCBs and their banking communities are
connected to TARGET?2. Other EU national central banks may join TARGET2 on a voluntary
basis, making TARGET?2 accessible to a large number of participants from 23 EU countries
[ECB, 2013h:1]. The SSP provides the option that all users of TARGET?2, irrespective of their
location, have access to the same services, functionalities and interfaces at the same price.

The central banks operating system components are participating and connected to the
SSP of TARGET2. The Bulgarian National Bank (BNB) as a central bank operates
TARGET2-BNB, administers the National service desk of TARGET2 and is responsible for
business relationships with its participants and coordination with the European Central Bank
and the participating central banks.

On 27 November 2008, the Governing Council of the BNB decided to launch the
project for the BNB and the national banking industry for joining TARGET2. The participation
in the system allows banks to use the service “real time transfers in euro” which greatly reduces
the time for processing payments in euro to banks within the European Economic Area (EEA),
using the advantages of effective mechanisms for settlement and liquidity management, a
modern technical infrastructure, and functionality and organization with a high level of
security and efficiency. For retail payment systems, the participation in TARGET2 provides
an opportunity to improve competitiveness and expand their field of activity, providing
payment services consistent with the requirements of banks and their customers.

After the successful completion of all project activities to join TARGET?2, the national
component system TARGET2-BNB was launched on February 1, 2010. The ancillary system
BISERA7-EUR, operated by BORICA-BANKSERVICE JSC, joined TARGET?2 on the same
date. BISERA7-EUR processes customer transfers in euro at a designated time. It is a payment
system for servicing customer transfers in EUR, based on the rules, practices and standards of
the Single Euro Payments Area (SEPA). It handles only SEPA payments and settles the
resulting monetary obligations in TARGET?2.

The BNB operates as a connected NCB to TARGET?2 pursuant to a specific agreement.
This agreement specifies that the connected BNB does comply with the ECB Guideline on a
TARGET2 (ECB/2012/27), subject to any mutually agreed appropriate specifications and
modifications. The ECB guidelines are implemented in the TARGET2-BNB National
Payment Component Rules and Procedures.

According to the Law on payment services and payment systems, effective as of 1
November 2009, the TARGET2-BNB component is defined as a payment system in Bulgaria.
TARGET2-BNB processes high-value and urgent EUR-denominated credit transfers. There is
no minimum transaction size. In addition, TARGET2-BNB effects the final net settlement of
EUR-denominated payments processed by BISERA7-EUR. The BISERA7-EUR system
clears EUR-denominated payments, including SEPA credit transfers and SEPA direct debits.
BISERA7-EURO’s maximum value threshold is EUR 50,000. There are 31 direct participant
banks in BISERA, including the BNB. The BISERA7-EUR system has 15 direct participant
banks. TARGET2-BNB operates from 08:00 to 19:00 EET, Monday to Friday. BISERA
operates 24 hours a day, seven days a week.

TARGET2-BNB national system component includes the BNB, 23 direct participant
banks, three addressable BIC holders, and the BISERA7-EUR ancillary system for setting
customer transfers in euro at a designated time [Table 2].
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Table 2: List of TARGET?2 participants via the national component system
TARGET2-BNB

Allianz Bank Bulgaria AD Investbank AD

ALPHA Bank S.A. — Bulgaria Branch Municipal Bank AD

Bulgarian Development Bank AD Piraeus Bank Bulgaria AD

Bulgarian National Bank (BNB) ProCredit Bank (Bulgaria) AD

Bulgarian-American Credit Bank AD Raiffeisenbank (Bulgaria) EAD

Central Cooperative Bank AD T.C. Ziraat Bankasi - Sofia Branch

Corporate Commercial Bank AD Texim Bank AD

Credit Agricole Bulgaria EAD Tokuda Bank AD

D Commerce Bank AD UniCredit Bulbank AD

DSK Bank EAD United Bulgarian Bank AD

Eurobank Bulgaria AD Ancillary system BISERA7-EUR operated by
BORICA-BANKSERVICE JSC

First Investment Bank AD Ancillary system BNBGSSS operated by
Bulgarian National Bank

International Asset Bank AD

Source: BNB. http://www.bnb.bg/

The following types of entities are eligible for direct participation in TARGET2-BNB:

(a) credit institutions established in the EEA, including when they act through a branch
established in the EEA;

(b) credit institutions established outside the EEA, provided that they act through a
branch established in the EEA;

(c) NCBs of Member States and the ECB.

The BNB may, at its discretion, also admit the following entities as direct participants:
(a) treasury departments of central or regional governments of Member States active in the
money markets; (b) public sector bodies of Member States authorized to hold accounts for
customers; (c) investment firms established in the EEA; (d) entities managing ancillary
systems and acting in that capacity; (e) credit institutions or any of the entities of the types
listed above under groups (a) to (d), in both cases where these are established in a country with
which the EU has entered into a monetary agreement allowing access by any of such entities
to payment systems in the Union subject to the conditions set out in the monetary agreement
and provided that the relevant legal regime applying in the country is equivalent to the relevant
Union legislation. Electronic money institutions, within the meaning of the Law on payment
services and payment systems, Article 76(1), are not entitled to participate in TARGET2-BNB.

Direct participants in TARGET2-BNB have to comply with the requirements set out in
the Rules and Procedures of this national system component. They should have at least one
payment module (PM) account with the TARGET2-BNB. Direct participants may designate
addressable BIC holders, regardless of their place of establishment. Direct participants may
also designate entities as indirect participants in some conditions.

Credit institutions established in the EEA may each enter into a contract with one direct
participant that is either a credit institution or a central bank, in order to submit payment orders
and/or receive payments, and to settle them via the PM account of that direct participant.
TARGET2BNB has to recognize indirect participants by registering such indirect participation
in the TARGET?2 directory. Where a direct participant, which is a credit institution and an
indirect participant belong to the same group, the direct participant may expressly authorize
the indirect participant to use the direct participant’s PM account directly to submit payment
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orders and/or receive payments by way of group-related multi-addressee access. For the
avoidance of doubt, payment orders submitted or payments received by indirect participants
are deemed to have been submitted or received by the direct participant itself.

To join TARGET2-BNB, applicant participants have to:

(1) fulfill the following technical requirements: (i) install, manage, operate and monitor
and ensure the security of the necessary IT infrastructure to connect to TARGET2-BNB and
submit payment orders to it. In doing so, applicant participants may involve third parties, but
retain sole liability. In particular, applicant participants should enter into an agreement with
the network service provider to obtain the necessary connection and admissions, in accordance
with the technical specifications; (ii) have passed the tests required by the BNB; and

(2) fulfill the following legal requirements: (i) provide a capacity opinion in a specified
form, unless the information and representations to be provided in such capacity opinion have
already been obtained by the BNB in another context; (ii) for the credit institutions, established
outside the EEA, provide a country opinion in a specified form, unless the information and
representations to be provided in such country opinion have already been obtained by the BNB
in another context.

Applicants have to apply in writing to the BNB, as a minimum enclosing the following
documents/information: (a) completed static data collection forms as provided by BNB; (b)
the capacity opinion, if required by the BNB, and (c) the country opinion, if required by the
BNB. The BNB may also request any additional information it deems necessary to decide on
the application to participate.

The BNB should reject the application to participate if: (a) access criteria are not met;
(b) one or more of the participation criteria are not met; and/or (c) in the BNB’s assessment,
such participation would endanger the overall stability, soundness and safety of
TARGET2BNB or of any other TARGET2 component system, or would jeopardize the BNB’s
performance of its tasks as described into the Law on the BNB and the Statute of the European
System of Central Banks and of the European Central Bank, or poses risks on the grounds of
prudence. The BNB has to communicate its decision on the application to participate to the
applicant within one month of the BNB’s receipt of the application to participate.

The BNB is responsible for opening and operating at least one PM account for each
participant. Upon request by a participant acting as a settlement bank, the BNB should open
one or more sub-accounts in TARGET2-BNB to be used for dedicating liquidity. No debit
balance is allowed on PM accounts. At the beginning and end of a business day, there should
be a zero balance on the PM accounts. Participants should be deemed to have instructed the
BNB to transfer any balance at the end of a business day to the account designated by the
participant. At the beginning of the next business day such balance has to be retransferred to
the participant’s PM account. PM accounts and their sub-accounts are interest free, unless they
are used to hold minimum reserves. In such a case, the calculation and payment of the
remuneration of holdings of minimum reserves has to be governed by Council Regulation (EC)
No 2531/98 of 23 November 1998 concerning the application of minimum reserves by the
ECB and Regulation (EC) No 1745/2003 of the ECB of 12 September 2003 on the application
of minimum reserves (ECB/2003/9). In addition to the settlement of payment orders in the
Payments Module, a PM account may be used to settle payment orders to and from Home
Accounts, according to the rules laid down by the BNB. Participants should use the ICM to
obtain information on their liquidity position. The BNB has to provide a daily statement of
accounts to any participant that has opted for such service.

The following payment orders are processed in TARGET2-BNB: (a) payment orders
directly resulting from or made in connection with Eurosystem monetary policy operations;
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(b) settlement of the euro leg of foreign exchange operations involving the Eurosystem; (c)
settlement of euro transfers resulting from transactions in cross-border large-value netting
systems; (d) settlement of euro transfers resulting from transactions in euro retail payment
systems of systemic importance; and (e) any other payment orders in euro addressed to
TARGET?2 participants.

The types of payment orders are classified for the purposes of TARGET2. They are the
following:

1) credit transfer orders;

2) direct debit instructions carried out under a direct debit authorization; and

3) liquidity transfer orders.

The payment orders submitted by participants are deemed accepted by the BNB if: ()
the payment message complies with the rules established by the network service provider; (b)
the payment message complies with the formatting rules and conditions of TARGET2-BNB
and passes the double-entry check; and (c) in cases where a payer or a payee has been
suspended, the suspended participant’s central bank’s explicit consent has been obtained. The
BNB has to immediately reject any payment order that does not fulfill the above requirements
and to inform the participant of any rejection of a payment order. The SSP determines the
timestamp for the processing of payment orders on the basis of the time when it receives and
accepts the payment order.

Three priority rules exist in TARGET2-BNB such as the following: (a) normal payment
order (priority class 2); (b) urgent payment order (priority class 1); (c) highly urgent payment
order (priority class 0). If a payment order does not indicate the priority, it shall be treated as
a normal payment order. Highly urgent payment orders may only be designated by central
banks and participants, in cases of payments to and from CLS International Bank and liquidity
transfers in relation to ancillary system settlement using the ancillary system interface (ASI).
All payment instructions submitted by an ancillary system through the ASI to debit or credit
the participants” PM accounts are also treated as highly urgent payment orders. Urgent
payment orders are liquidity transfer orders initiated via the information and control module
(ICM). ICM means the SSP module that allows participants to obtain on-line information and
gives them the possibility to submit liquidity transfer orders, manage liquidity and initiate
backup payment orders in contingency situations. In the case of urgent and normal payment
orders, the payer may change the priority via the ICM with immediate effect. It cannot change
the priority of a highly urgent payment order.

A participant may limit the use of available liquidity for payment orders in relation to
other TARGET?2 participants, except any of the CBs, by setting bilateral or multilateral limits.
Such limits may only be set in relation to normal payment orders. The minimum amount of
any of the limits is EUR 1 million. A bilateral or a mult